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Abstract

In the last decade, the increasing amount of information freely available online or in large data repositories has brought more attention to research on information retrieval (IR), text categorisation (TC) and question answering (QA). These research areas study techniques for automatically finding relevant information for queries that are often formulated in the form of WH-questions. We consider such queries as one kind of topic expression. We are not aware of any work in the aforementioned research areas that studies the internal structure of such topic expressions. We suggest that such topic expressions consist of two parts: a specific part that identifies a focused entity (or entities), and a generic part that constrains the KIND of information given about this entity. The specific part corresponds to the given information in the discourse and the generic part is generalized from the new information in the discourse. If this is shown to be true, it will provide useful hints for research in the areas mentioned above.

In this paper, we present experiments on corpora of topic expressions to investigate this topic structure. We extracted the specific part and the generic part from these topic expressions using syntactic information. The experiments compared these two parts with regard to the proportion of general terms that they contain, and the mapping between the two parts and different discourse elements. The results of these experiments have shown significant differences between the two parts and show that such topic expressions do have a significant internal structure.
1. Introduction

With the recent increase in textual content freely available online or in large data repositories, the need for technological solutions for efficiently extracting and retrieving relevant information has become more urgent. Extensive studies have been done in the area of information retrieval (IR), question answering (QA), text categorisation (TC) and summarisation. A shared research issue among these areas is the study of generating a concise representation of the document content (viz., a topic expression) that can bridge between an information request and a relevant document. IR and TC approach such a representation by selecting a list of keywords (Baeza-Yates and Ribeiro-Neto, 1999: 5; Sebastiani, 1999: 5, 10); most summarisation systems generate a condensed version of a document by extracting a few important phrases or sentences from it (Boguraev and Kennedy, 1997; Paice and Jones, 1993). To choose these important elements (i.e., keywords, phrases or sentences), frequency of occurrences, positional and syntactical information are the most commonly applied criteria. However, a topic expression that better represents a document’s content is probably not, by nature, the same as an information request to which the document is relevant. This brings up a research issue that this paper aims to address, i.e., the nature of information requests. 

Hutchins (1977) notes that “whenever anyone consults an information system in search of a document answering a particular information need, he cannot in the nature of things formulate with any precision what the content of that document should be. He cannot specify what ‘new’ information should be conveyed in an appropriate document. All that he can do is to formulate his needs in terms of what he knows already, his present ‘state of knowledge’.” This indicates that an information request should only contain elements that are known to the questioner. Here the known/unknown distinction can be aligned to the topic/comment and given/new distinction in the linguistic literature. Gundel (1988: 210) notes “an entity, E, is the topic of a sentence, S, iff, in using S the speaker intends to increase the addressee’s knowledge about, request information about, or otherwise get the addressee to act with respect to E” and “a predication, P, is the comment of a sentence, S, iff, in using S the speaker intends P to be addressed relative to the topic of S.” Van Dijk (1977: 114, 117) defines the topic/comment distinction as a difference between “what is being said (asserted, asked, promised…) and what is being said ‘about’ it” and interprets the topic of a sentence as “those elements of a sentence which are BOUND by previous text or context” (i.e., the given elements). Is it true that an information request is actually only composed of the given elements of a document that meets the request? 

We believe an essential property of an information request is that it constrains what facts are relevant, i.e., establishes a criterion for relevance. We observe many information requests fulfil such a role by: (a) identifying a focused entity or (entities) and (b) constraining the KIND of information required about this entity.  This notion of topic (using the definition given in the last paragraph) seems to only fulfil function (a) but leave out function (b).  We therefore develop a notion of extended topic and define it as consisting of a specific part and a generic part: the specific part is equivalent to the topic, i.e., a given entity, and the generic part denotes a conceptual class that the required new information should fall into. The concise definition can be represented in figure 1. 
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Figure 1 The definition of extended topics

For example, in the question ‘what is the colour of lilies’, ‘lilies’ identifies some focused entities and ‘colour’ constrains the KIND of information required about lilies. A possible answer to this question is ‘lilies are white’. Here ‘lilies’ is kept as the topic in the answer and ‘colour’ is replaced by a specific value of colour, i.e., white. From this question and answer pair, we can see clearly the relations between different parts of an extended topic and different discourse constituencies. Note that although the generic part is usually more abstract than the specific part, the distinction is really one of information structure: one can find examples where the ‘specific’ part is also an abstract concept (e.g., ‘what is the nature of colour?’).
Further, we observe that all WH-questions (a common form of inquiring) can be recast (if necessary) into the form ‘What is the G of/for/that S’, whereby we extract S as the specific part and G as the generic part. In the linguistic study of the structure of WH-questions, it is established that the question word denotes the focus and will be replaced by the new information in the answer. In the form given above, since G and the question word are linked by a copula, the concept in G should also refer to the new information in the answer. This suggests that WH-questions do have the structure as we defined for extended topics.  

The above explication of the nature of information requests also explains some strategic choices in IR and QA systems. Picard (1999) suggests that some words in a query can also be found in relevant documents and therefore are useful for the document retrieving purpose; some others do not occur in the same context with useful terms and as such are harmful for retrieval and should be removed. He (Pichard, 1999) gives a query example: “document will provide totals or specific data on changes to the proven reserve figures for any oil or natural gas producer”. In this query, he (Pichard, 1999) argues,  “the only terms which appear in one or more relevant documents are ‘oil’, ‘reserve’ and ‘gas’, which obviously concern similar topic areas, and are good descriptors of the information need. All the other terms retrieve only non-relevant documents, and consequently reduce retrieval effectiveness.” We can see that what is considered as useful is the specific part of the query, and what is regarded as harmful is actually the generic part. The relation between the generic part of an information need and the elements in a relevant document (as stated in the theory of extended topics) explains why it cannot be used to match relevant documents. Most QA systems adopt a two-stage approach (Hovy et. al., 2001; Neumann and Sacaleanu, 2003; Elworthy, 2000): (1) use typical IR approaches for retrieving documents that match the specific part of a query; (2) use IE technology to further process the retrieved documents in identifying some general semantic categories to match the generic part of a query.
We design two experiments to investigate the above-defined structure of extended topics. The first experiment probes the difference between generic part and specific part in extended topics by directly comparing the two parts. The second experiment explores the relations between different parts of an extended topic with different discourse constituencies. These two experiments are presented in section 2 and section 3 respectively. Section 4 draws conclusions and provides possible ways for applying the theory to practical problems. 

2. Experiment I

2.1 General Design
In section 1, we mentioned that WH-questions are a form of extended topic. We observed that phrases describing the plan or the purpose of scientific papers show a similar pattern to extended topics and could possibly be another context where extended topics are explicitly expressed. It is the aim of this experiment to investigate the structure of such phrases based on a list of collected examples.
As mentioned in section 1, the generic part of an extended topic is not necessarily a term that is more general than the specific part of an extended topic. Nonetheless, we believe that statistically, the concepts used in the generic part are more general than the concepts in the specific part. If this is proved to be true with our collected topic expressions, it will at least indicate that such topic expressions do have a significant internal structure. 
Phrases describing the plan or the purpose of scientific papers can be reliably identified by matching cue phrases such as ‘this paper describes’ or ‘this paper presents’. In this context, most of the time, the syntactic objects of ‘describe’ or ‘present’ take the form ‘the/a+<noun phrase>+of/that/for+<clause/phrase>’, as shown below in sentence [1]. 

[1] This paper describes a novel computer-aided procedure for generating multiple-choice tests from electronic instructional documents.
The first noun phrase of such expressions should correspond to the generic part, and the clause/phrase following words ‘of/that/for’ should correspond to the specific part. However, we also notice that the initial noun phrases are often complex. For example, some of them are compound nominals. As a simplification, we only take the head nouns of the initial noun phrases as the generic part and consider all the other components as part of the specific part of the topic expressions. This is reasonable since in a noun phrase most components before the head noun, if not all, can be moved to a subsequent phrase using one of the words ‘of/that/for’ as the linkage. For example, the phrase “ontology-based” in sentence [2] can be placed after the head noun, as in sentence [3].

[2] This section presents an ontology-based framework for linguistic annotation.
[3] This section presents a framework for linguistic annotation that is ontology-based.

Previous studies (Justeson and Katz, 1995; Boguraev, 1997) have shown that nouns are the main content bearer, and our experiment only examines the nouns in the topic expressions. A preliminary hypothesis is formulated as follows. 

General Hypothesis: We examine all the nouns following cue phrases such as ‘this paper describes’ in a collection of topic expressions and allocate them into two groups, a head noun group (the head noun of a nominal phrase goes in this group) and a non-head group (the other nouns go in this group). In general (statistically), the head noun group contains more general terms than the non-head noun group. 

Now the key issue is how to measure generality. One clue is that general terms should be less numerous than specific terms. This means, if we collect the same number of general terms and of specific terms and put them into two groups, the first group should contain fewer unique terms (because more are repeated). In general, the distribution of general terms should be more compact than the distribution of specific terms. Figure 2 shows the difference between a compact distribution and a loose distribution. The X-axis of the figure represents the rank of terms based on frequencies, and the Y-axis represents the term frequency. We can see that a certain proportion of top ranked terms tends to take a larger percentage of term frequencies in a compact distribution than in a loose distribution.  
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Figure 2 Compact vs. loose term distributions 

The original hypothesis can be reformulated as below.

Hypothesis I: We examine all the nouns following cue phrases such as ‘this paper describes’ in a collection of topic expressions and allocate them into two groups, a head noun group (the head noun of a nominal phrase goes in this group) and a non-head noun group (the other nouns go in this group). The distribution of the terms in the head noun group should be more compact than of the terms in the non-head noun group.

We also measured generality using human judges. However, it is confusing to ask whether a term is a general or how general a term is. In our experiment, we collected topic expressions from academic papers in both physics and computational linguistics. Instead of asking whether a term is general or specific, the choices we provided are ‘term specific to a particular research subject’ or ‘term applied to scientific research in general’. The metric of scientific-general and scientific-specific might not overlap with the metric of general or specific in our sense. However, we believe that these two metrics are correlated. Most concrete terms that refer to specific entities must be scientific specific, such as ‘DNA101’ in biology (notions like ‘scientist’ and ‘data’ are exceptions); scientific general terms cannot refer to specific entities.  The hypothesis can be adapted as follows. 

Hypothesis II We examine all the nouns following cue phrases such as ‘this paper describes’ in a collection of topic expressions and allocate them into two groups, a head noun group (the head noun of a nominal phrase goes to this group) and a non-head noun group (the other nouns go to this group). The head noun group should contain more scientific general terms according to human judges than the non-head noun group.

2.2 Method

2.2.1 Data Acquisition

Topic expressions were taken from academic papers in physics from the Institute of Physics
 collection, and in computational linguistics (CL) from the ACL Anthology
. Both of these two websites provide a search facility. Topic expressions were collected by searching for the cue phrases ‘this paper presents’, ‘we present’ and ‘this paper describes’. We separated the topic expressions following verb ‘present’ and the ones following verb ‘describe’ into different groups. Our discussion about the experimental result will always be divided into four categories: ‘CL+present’, ‘CL+describe’, ‘physics+present’ and ‘physics+describe’. The table below shows the number of topic expressions collected for each category. 

	Category
	Number of Topic Expressions

	CL+Describe
	456

	CL+Present
	435

	Physics+Describe
	207

	Physics+Present
	229


Table 1 Number of collected topic expressions

We expected that some simple heuristics based on POS tags would allow us to extract head nouns and non-head nouns from these topic expressions. We used NLProcessor
 for POS tagging. Based on POS tags, we used some simple heuristics for finding the head noun of a topic expression. Detailed description of the topic expression collecting process and the head noun extracting algorithm can be found in Yin (2004).

The extracted head nouns and non-head nouns were put into two lists ordered by term frequencies. We also designed a simple algorithm for lemmatising nouns so that the plural form and the singular form of a term could be combined. 

2.2.2 Term Generality Judgement by Human Subjects
   a) Material
The above process generated two term lists for each category. There are over 1000 terms in all the lists of the four categories. It is not realistic to give all the terms to a human subject for him/her to judge whether they are scientific-research-general or research-domain-specific. We used a subset of terms to represent the whole population. Specifically, we chose the most frequent terms to ensure a small number of terms and a better coverage. The list of representatives was compiled by selecting terms from each category. Since the topic expressions obtained for computational linguistics are more than those for Physics, the accumulated term list (104 terms) contains more CL terms (around 75 terms) than Physics terms (around 45 terms).
   b) Subjects
Three students took part, two specialised in computational linguistics (subject 1 and subject 2), and one with both computational linguistics and physics background (subject 3).

   c) Procedures
For each term within the list, the subjects were required to choose one from the following three categories: ‘computational linguistics term’, ‘physics term’ and ‘general scientific term’. 
2.2.3 Head Noun and Non-Head Noun Comparison

a) Distribution Compactness Test
The terms in our acquired head noun lists and non-head-noun lists were ordered by term frequencies, as illustrated in figure 2. We supposed that the compactness of the term distribution would be reflected by the percentage of term frequencies taken by a certain proportion of terms at the front of the list. We compared the two populations by the percentage of frequencies taken by the 5% top ranked terms and 10% top ranked terms. This comparison is for testing hypothesis I.
b) Proportion of General Terms Test
After the term-generality judgement step, we obtained a list of terms marked as either scientific-research-general or domain-specific. This list contains terms from four categories, which means that in each category there are some marked terms that can be used for comparison. We then compared the proportion of general terms between the head noun group and the non-head noun group within each category. This comparison is for testing hypothesis II.
2.3 Result

2.3.1 Result of the Term Distribution Test
The results of the term distribution test are as follows. Table 2 shows the number of terms and the term frequencies in the head noun list and the non-head noun list under each category; table 3 shows the percentage of term frequencies taken by a certain proportion of terms (5% and 10%). 
	Category
	Group
	Number of Terms
	Term Frequency

	CL+Describe
	Head Noun
	163
	470

	
	Non-Head Noun
	573
	1622

	CL+Present
	Head Noun
	128
	473

	
	Non-Head Noun
	374
	1262

	Physics+Describe
	Head Noun
	66
	148

	
	Non-Head Noun
	405
	673

	Physics+Present
	Head Noun
	90
	256

	
	Non-Head Noun
	607
	1244


Table 2 Number of terms and term frequencies
	Category
	Group
	5% Term
	10% Term

	CL+Describe
	Head Noun
	37.23%
	49.69%

	
	Non-Head Noun
	30.85%
	46.91%

	CL+Present
	Head Noun
	41.31%
	52.34%

	
	Non-Head Noun
	31.01%
	37.32%

	Physics+Describe
	Head Noun
	31.82%
	42.57%

	
	Non-Head Noun
	22.29%
	40.50%

	Physics+Present
	Head Noun
	32.03%
	48.83%

	
	Non-Head Noun
	25.24%
	36.74%


Table 3 Term distributions 

2.3.2 Result of the Term Generality Judgement

We used Cohen (1960)’s version of the kappa statistic to measure agreement among human subjects. The tables below give the kappa value. The average value of agreement between pairs of subjects is 0.4243. This kappa value indicates moderate agreement.

	 
	Subject1
	Subject2
	Subject3

	Subject1
	-
	.404
	.502

	Subject2
	.404
	-
	.367

	Subject3
	.502
	.367
	-


Table 4 Subjects’ agreement based on kappa statistic
There are 100 terms on which at least two subjects agree in their judgement. We used these terms for testing the proportion of general terms. 
2.3.3 Result of the Proportion of General Terms Test 

We compared the proportion of general terms between the head noun list and the non-head noun list (only for chosen representative terms). Some basic statistics of the representatives and the comparison results are shown below. Table 5 shows the number of representative terms, their frequencies and the proportion of them over the whole population; Table 6 contains the frequencies of scientific-research-general terms and research-domain-specific terms in both head noun list and non-head noun list; table 7 shows the chi-square values of the difference. The chi-square values of all the four categories suggest that the head noun group contains a significant larger proportion of scientific-research-general terms than the non-head noun group. 
	Category
	Group
	Number of Terms
	Term Frequency
	Proportion of Terms
	Proportion of Term Frequencies

	CL+Describe
	Head Noun
	28
	267
	16.8%
	56.8%

	
	Non-Head Noun
	35
	580
	6.1%
	35.8%

	CL+Present
	Head Noun
	30
	319
	23.4%
	67.4%

	
	Non-Head Noun
	43
	507
	11.5%
	40.2%

	Physics+Describe
	Head Noun
	22
	96
	33.3%
	64.9%

	
	Non-Head Noun
	26
	159
	6.4%
	23.6%

	Physics+Present
	Head Noun
	34
	188
	37.8%
	73.4%

	
	Non-Head Noun
	34
	285
	5.6%
	22.9%


Table 5 Statistics of the representative terms
	Category
	Group
	Frequency of Scientific-Research-General Terms
	Frequency of Research-Domain-Specific Terms

	CL+Describe
	Head Noun
	228
	39

	
	Non-Head Noun
	302
	278

	CL+Present
	Head Noun
	296
	23

	
	Non-Head Noun
	262
	245

	Physics+Describe
	Head Noun
	93
	3

	
	Non-Head Noun
	124
	35

	Physics+Present
	Head Noun
	185
	3

	
	Non-Head Noun
	192
	93


Table 6 Difference of the proportions of scientific-research-general terms

	Category
	Chi-Square Value
	Significant Level

	CL+Describe
	86.698
	p < 0.0001

	CL+Present
	151.000
	p < 0.0001

	Physics+Describe
	16.839
	p < 0.0001

	Physics+Present
	67.449
	p < 0.0001


Table 7 Chi-square statistics

Brief inspection of these statistics indicated no important difference between the topic expressions following ‘present’ and those following ‘describe’. We therefore combined the data of category ‘present’ and the data of category ‘describe’ within each domain together, as shown in table 8. The chi-square values are 235.877 [p<0.0001] for CL and 82.317 [p<0.0001] for physics.
	Category
	Group
	Frequency of Scientific-Research-General Term
	Frequency of Research-Domain- Specific Term

	CL
	Head Noun
	524
	62

	
	Non-Head Noun
	564
	523

	Physics
	Head Noun
	278
	6

	
	Non-Head Noun
	316
	128


Table 8 Comparison between proportions of scientific-research-general terms 
2.4 Discussion

The result of the term distribution test clearly shows that in each of the four categories, with regard to the percentage of terms frequencies taken by a certain proportion (5% and 10%) of terms, the head noun group is always larger than the non-head noun group. This is consistent with hypothesis I, which states that the head noun distribution should be more compact than the non-head nouns.

The results of the term generality judgement only show moderate agreement between human subjects. One possible explanation is that terms often have several different meanings. For example, the term ‘sense’ can both occur in papers of computational linguistics and of physics. However, we cannot say that ‘sense’ is a scientific research general term since it has different meanings in computational linguistic research domain and physics domain. The same applies to the words ‘translation’ and ‘frequency’. To solve this problem, instead of giving a single ambiguous word to the subjects, we can give the word and the context where it occurs (several neighbouring words). Another experiment we suggest as future work would be finding whether a term is scientific-research-general by testing whether it occurs equally frequently in several different scientific research domains. Some preliminary work in this direction showed that this kind of test could only be based on a very large corpus. 

The comparison of the proportion of general terms between the head noun group and the non-head noun group strongly indicates that a head noun group tends to contain more general terms than a non-head noun group, as stated in hypothesis II. 
These experiments focus on examining topic expressions, while the relations between different parts of a topic expression and different elements in the discourse are furthered explored in the experiment II. 
3. Experiment II

3.1 General Design

The second experiment tests the idea that the generic part of an extended topic (i.e., a generic topic) has a strong relation with the new elements in the discourse, while the specific part of an extended topic (i.e., a specific topic) is closely related to the given elements in the discourse. To do so, it is inadequate simply to explore where (in the given elements or in the new elements) the terms in an extended topic occur in the relevant discourse. As stated in section 1, a generic topic is a general category indicating the kind of new entities in the discourse. For example, a generic topic ‘climate’ indicates details about temperature and air pressure will be found in the discourse. Although the theory predicts that a specific topic directly corresponds to some given elements in the relevant discourse, however, many times it is not the specific topic itself that is repeated but some synonyms of it. For example, a document about the UK Conservative Party might use ‘the Tories’ to refer to it. It is expensive to model all these relations manually. We designed a method to automatically acquire conceptually related terms of a topic—i.e., its signatures (Lin and Hovy, 1998) by observing term distributions. The concrete method is presented in section 3.2.  Once the signatures are collected, we will show that the signatures of generic topics are more probably referring to new entities in the discourse than those of specific topics. The method for marking up the given entities and new entities in a discourse is also described in section 3.2.

3.2 Material and Method

3.2.1 Document Preparation

We collected 180 documents for 12 generic topics from the online medical references of University of Maryland
, the Internet Drug List
 and the Encyclopaedia Britannica 2004, with 15 documents for each generic topic. The general topics with the relevant documents were divided into three groups. Several generic topics were grouped together because they are associated with the same kind of specific topic. The table below gives all the generic topics and the kind of associated specific topics.

	
	Generic Topics
	Associated Specific Topic

	Group 1
	Cause, prevention, symptom, treatment
	A disease

	Group 2
	Pharmacology, dosage, precaution, side effect
	A drug

	Group 3
	Climate, cultural background, ethnic composition, economic resources
	A country


Table 9 Groups of generic concepts and associated specific topics

Documents of different generic topics in the same group were also aligned according to their specific topics. For example, 'acne' is one specific topic in group 1, so there is a document about 'the causes of acne', a document about 'the prevention of acne', a document about 'the symptoms of acne' and a document about 'the treatment of acne'. Refer to table 10 for more examples. Each column in table 10 corresponds to one specific topic and each row in table 10 corresponds to one generic topic. To sum up, each generic topic indexes 15 documents, all of which differ in their specific topics; each specific topic indexes 4 documents, all of which differ in their generic topics.

	
	Acne
	Adolescent depression
	Acute mountain sickness
	

	Prevention 
	The prevention of acne
	The prevention of adolescent depression
	The prevention of acute mountain sickness
	…

	Symptom
	The symptoms of acne
	The symptoms of adolescent depression
	The symptoms of acute mountain sickness
	…

	Cause
	The cause of acne
	The cause of adolescent depression
	The cause of acute mountain sickness
	…

	Treatment
	The treatment of acne
	The treatment of adolescent depression
	The treatment of acute mountain sickness
	…


Table 10 Documents in group1 and their topics
3.2.2 Signature Selection
In section 3.1, we introduce the need for automatically constructing topic signatures by observing term distribution. Previous studies (Hovy and Lin, 1998) fulfil this task by choosing the most frequent terms in the documents on topic (a large set of documents is used so that individual phenomena are absorbed). In our case, we only collected a small number of documents for each topic and each document has two topics (i.e., the generic topic and a specific topic), so the fact that a term is frequent in the document set could be due to the shared topic, but could also be due to the special topic of an individual document. Therefore, instead of choosing the most frequent terms, we chose the most evenly distributed terms from these that meet a low coverage threshold. Our topic signature selection procedure can be summarised in the following steps: 

a. examine all the documents about one topic (i.e., 15 documents for each generic topic and 4 documents for each specific topic); 

b. remove less content-bearing terms based on POS tags, so the remaining terms include nouns, verbs, participles, adjectives, numbers, adverbs and prepositions;

c. select terms that meet a low coverage threshold (i.e., occur in at least 3 documents for generic topics and at least 2 documents for specific topics); 

d. choose the most evenly distributed terms. 

Below are the formulas for calculating how evenly a term is distributed across several documents, in which 
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Through this procedure, we chose about 30 words for each generic topic and about 15 words for each specific topic
. For example, the signatures of a generic topic ‘side effects’ and of a specific topic ‘methadone hydrochloride’ are shown as follows.

Signatures (‘side effect’)=[headache, adverse, diarrhea, cardiovascular, drug, nausea, system, reaction, effect, libido, hydrochloride, side, following, much, use, mouth, insomnia, dizziness, constipation, rash, edema, gastrointestinal, nervous, urticaria, hypotension]
Signatures (‘methadone hydrochloride’)=[Prominent, central, administer, slow, syndrome, maintenance, when, analgesic, sedation, methadone, severe, narcotic, hydrochloride, nervous]

3.2.3 Givenness Annotation
Brown and Yule (1983: 169-179), Prince (1992) and Gundel (2003) discuss the linguistic forms that signal given and new entities. Brown and Yule (1983: 171) find “two predominant forms of expression used to refer to an entity treated as given, pronominals and definite NPs”. Prince (1992) notes that definite articles, demonstratives, possessives, personal pronouns, proper nouns, quantifiers like ‘all’, ‘every’ signal definiteness and indefinite articles, quantifiers like ‘some’, ‘any’ and ‘one’ signal indefiniteness. Gundel (2003) provides a givenness hierarchy, as follows:

     in                                                        uniquely       

        type

   focus 
     > activated       > familiar >  identifiable > referential      >  identifiable.

     it           this/that/this N          that N           the N           indefinite this N        a N

Based on these theories, we designed the following heuristics for marking up the given and the new entities. Documents were preprocessed using Connexor’s syntax analyser
 to acquire all the required syntactic and morphological information.

a. terms that follow definite articles, demonstratives and possessives are GIVEN;

b. terms that are quantified by ‘all’ and ‘every ’ are GIVEN;

c. terms that are determined by indefinite articles are NEW;

d. numbers and number quantified terms are NEW;

e. terms that follow ‘some’, ‘any’, ‘one’ and ‘a few’ are NEW;

f. terms that have been mentioned in the title or the foregoing discourse is GIVEN;

g. all other terms are marked as BLANK.

The above heuristics were applied according to the priority: a, b, c, d, e > f > g. Therefore, if one occurrence of a term is inferred as referring to a new entity according to either c, d or e, even when it has occurred before in the forgoing discourse (i.e., meet f), the current occurrence is still marked as new. The above algorithm marks the given/new distinction at the sentence level. From the discourse point of view, a new entity might first be introduced as a new entity but later referred as a given entity. Brown and Yule (1983: 169) note that “it has been observed that, in English, new information is characteristically introduced by indefinite expressions and subsequently referred to by definite expressions.” Therefore, to decide whether a term introduces a new entity from the discourse point of view, we only considered its first occurrence, except when it refers to another new entity in the succeeding occurrences.  

3.3 Result
The numbers of occurrences of topic signatures in different categories are shown in the tables as follows.

	
	Treatment
	Symptom
	Prevention
	Cause
	Generic Topic
	Specific Topic
	Total

	GIVEN
	27
	19
	16
	45
	107
	162
	269

	NEW
	19
	2
	9
	23
	53
	42
	95

	BLANK
	168
	83
	102
	131
	484
	275
	759

	SUM
	187
	85
	111
	154
	537
	317
	854


Table 11 The numbers of occurrences of topic signatures in different categories—group 1

	
	Side effect
	Precaution
	Pharmacology
	Indication
	Generic Topic 
	Specific Topic
	Total

	GIVEN
	39
	26
	31
	42
	138
	137
	275

	NEW
	4
	20
	12
	48
	84
	69
	153

	BLANK
	124
	135
	141
	164
	564
	351
	915

	SUM 
	128
	155
	153
	212
	648
	420
	1068


Table 12 The numbers of occurrences of topic signatures in different categories—group 2

	
	Climate
	Ethnic Composition
	Cultural Background
	Resources
	Generic Topic 
	Specific Topic
	Total

	GIVEN
	52
	134
	59
	51
	296
	189
	485

	NEW
	210
	77
	29
	10
	326
	23
	349

	BLANK
	138
	110
	163
	189
	600
	323
	923

	SUM
	348
	187
	192
	199
	926
	346
	1272


Table 13 The numbers of occurrences of topic signatures in different categories—group 3

The above tables clearly show that compared to specific topics, a larger proportion of generic topic signatures introduce new entities. The chi-square statistics suggest that such differences are significant for table 1 [chisquare=7.307, p<0.01] and table 3 [chisquare=112.235, p<0.0001], but not so for table 2 [chisquare=0.877, p>0.05]. A problem here is that there are a large number of BLANK elements to be interpreted. In our algorithm, there are only a few linguistic forms that reliably signal new elements. Therefore, it is reasonable to consider most terms that are annotated as BLANK are actually new elements. We added up the blank terms and the new terms, as shown in the fourth row of each table. In this case, the specific topic signatures are significantly more probable for a given element in the discourse than the generic topic signatures [Table 1: chisquare=44.640, p<0.0001; table 2: chisquare=9.918, p<0.001; table 3: chisquare=22.960, p<0.0001].

3.4 Discussion 

The result of the experiment indicates that, in general, the generic topic of a document has stronger relations with the new entities in the discourse than the specific topic. However, we can see that the result is not consistent across different generic topics. For example, the signatures of a generic topic ‘side effect’ refers to 39 given entities but only introduces 4 new entities. The ratio between the given and new entities is much higher than other generic topics and is even higher than average ratio of the specific topics in the same group.

One major drawback of the experiment lies in the given/new marking up step. As observed in section 3.3, there are still a lot of entities that our algorithm cannot determine. We plan to implement a more detailed algorithm for identifying given and new entities. 

Another problem lies in the signature selection method. Since there are only a small number of documents for each topic, many terms are selected by coincidence rather than a strong relation with the topic. However, there is probably no easy method for solving this problem.

4. Conclusions and Future Work

Our first experiment, based on a collected set of topic expressions for describing the plan of academic papers, shows that the head nouns of such topic expressions contain a larger proportion of general term than the non-head nouns. This result suggests that this kind of topic expression does have a significant internal structure. The second experiment focuses on investigating the relations between different parts of topic expressions and different discourse constituencies. It shows that compared to specific topic, the generic topic signatures contain a larger proportion of terms referring to new entities in the discourse, although this result is not consistent across different generic topics. The results of both experiments comply with what is predicted by the theory of extended topics. Some problems with the two experiments and possible solutions are discussed in sections 2.4 and 3.4.

The theory of extended topic indicates that we should find documents relevant to an information request by matching given elements in the discourse to the specific part of the information request and relating the new discourse constituencies to the generic part of the information request. However, it is hard to apply this idea to real IR or QA systems. First, as shown in the second experiment, there are not enough linguistic clues for identifying given and new elements. More importantly, it is difficult to model the process of generalisation, which is the suggested relation between the generic part of an extended topic and the new discourse constituencies. Nevertheless, we believe that the theory of extended topic can provide useful hints applicable to practical problems. For example, although the generic part of an extended topic is often implicit in the discourse, there are some contexts in which it is explicitly expressed, including discourse anaphora and topic expression in describing the plan of a paper. Studying such contexts could help achieve a better judgement of a document’s relevance to a particular information request.
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� The reason why choosing more signatures for generic topics is to make sure that the total number of occurrences of the generic topic signatures in the document collection and that of the specific topic signatures are similar. The numbers 30 and 15 are not the exact numbers, because the evenness score does not provide an absolute ordered list to allow us to cut at any point we want. 
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