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1.Motivation:

One of the core issues of present-day corpus linguistics concerns a possible exploitation of the collected and annotated data (i.e. written or spoken corpora). The objective of our paper is to demonstrate on one aspect of the Prague Dependency Treebank (PDT), namely on its annotation as for the information structure of the sentences, how information present in the annotated corpus can be used for checking and further advancement of linguistic description of the given language.

2. The annotation of the Prague Dependency Treebank: Brief summary
The Prague Dependency Treebank (see e.g. Hajič 1998) consists of continuous Czech texts (taken from the Czech National Corpus) analyzed on three levels of annotation (morphological, surface syntactic shape and underlying syntactic structure). At present, the total number of documents annotated on all the three levels is  3.168, amounting to 49.442  sentences and 833.357 (occurrences of) nodes. The PDT version 1.0 (with the annotation of the first two levels) is available on cd-rom; at present Version 2.0 (with the annotation of the third, underlying level) has been prepared for publication at cd-rom, too.

One of the important distinctive features of PDT annotation on the underlying 

(tectogrammatical) layer is the fact that each node of the dependency tree structure (TGTS in 

the sequel) is assigned, in addition to its underlying function (e.g. a function of an argument 

as Actor, Addressee, Patient, Effect, Origin, or adjuncts such as one of the types of Locatives 

and of Temporal modification, or Cause, Accompaniment, Manner, etc.), one of the three 

values of the attribute of information structure (TFA in the sequel), namely t for a 

contextually bound and  non-contrastive node, c for a contextually bound but contrastive node and f for a contextually non-bound node. (see Hajičová and Sgall 2001;. Hajičová 2002a;b and Veselá, Havelka and Hajičová 2004b; for a rather recent attempt to annotate a spoken corpus as for the information structure, see Calhoun at el. 2005).   It should be stressed that a TGTS contains only nodes which are counterparts of (lexical) elements (rather than function words) and nodes for those elements that are deleted in the surface shape of the sentence. 

Confrontation of linguistic hypotheses with actual data leads also to checking and enriching the chosen descriptive framework (in our case it the Functional Generative Description (FGD in the sequel), which has been elaborated during many years of intensive discussions and which has given us a solid basis for the study of the information structure of the sentence (for a comprehensive presentation of the model of FGD, see Sgall, Hajičová and Panevová 1986)..

3. Topic-Focus Articulation in the Functional Generative Description and in PDT
3.1 Since TFA is expressed by grammatical means and is relevant for the meaning of the sentence (even for its truth conditions), it constitutes one of the basic aspects of the underlying structures (for arguments on the semantic relevance of TFA see e.g. Sgall et al. 1986; for the relevance of TFA for the semantics of negation, see Hajičová 1984).  The semantic basis of the articulation of the sentence into T(opic) and F(ocus) is the relation of contextual boundness: a prototypical declarative sentence asserts that its F holds (or does not hold, for that matter) about its T:  F(T) or non-F(T). Within both T and F, an opposition of contextually-bound (CB) and non-bound (NB) nodes is distinguished, which is understood as a grammatically patterned opposition, rather than in the literal sense of the term. Within the contextually bound elements of the sentence, a difference is made between contrastive and non-contrastive bound elements. Hajičová et al. (1998, p. 151) introduce the notion of contrastive (part of) topic in connection with the occurrences of the so-called focusing particles in T (such particles as only, even, also etc.); they use the index c to mark the item in such a position; however, in the course of our further investigations we have found a clear evidence that contrast in T is not connected only with the occurrences of focusing particles. 

The nodes of the underlying dependency tree structures are ordered according to the degrees of communicative dynamism (CD, deep word order).

Example (1), taken from PDT, illustrates a typical case (the sentence is supposed to be pronounced with an unmarked position of the intonation center, i.e. with its placement at the end of the sentence). The context, in which the sentence appears in the text, can be illustrated by the question What happened during the night from Saturday to Sunday?
Notational convention for the example: Since the function words such as prepositions and auxiliary verbs do not have a node of their own on the tectogrammatical level of FGD, they are in our schematic notation (i.e. in the primed example) include in brackets. The index b denotes the given element as contextually bound, elements with no index are considered to be contextually non-bound. 

(1) V noci ze soboty na neděli skončil ve vojenském prostoru Ralsko sjezd majorů.
Lit.: At night from Saturday to Sunday ended in military area Ralsko meeting-Nom. of-majors.

(1’) (v) noci.b (ze) soboty.b (na) neděli.b skončil (ve) vojenském prostoru Ralsko sjezd majorů.
Topic: v noci ze soboty na neděli (at night from Saturday to Sunday)
Focus: skončil ve vojenském prostoru Ralsko sjezd majorů (ended in military area Ralsko meeting-Nom. of-majors)
3.2 Following the theoretical assumptions of FGD, TFA is captured in the tectogrammatical tree structures of the PDT on the basis of the TFA attribute, which may obtain one of the three values: 

t: a non-contrastive contextually bound node, which always has a lower degree of CD than its governor (i.e. stands to the right of it);

c: a contrastive contextually bound node;

f: a contextually non-bound node  (if different from the main verb, then to the left of its head word in the TGTS).

Example (2) and the corresponding (rather sketchy) TGTS in Fig. 1 illustrate the result of the TFA value assignments.

(2) Nenadálou finanční krizi podnikatelka řešila jiným způsobem

      Lit.: (The) sudden financial crisis-Accus. (the) employer-Nom.solved by other means.
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Fig. 1 A highly simplified TGTS of the Czech sentence Nenadálou finanční krizi podnikatelka řešila jiným způsobem
4. A heuristic procedure determining the Focus of the sentence
As stated in Sect. 3.1 above, the articulation of the whole sentence into its topic and focus (i.e. what the sentence is about = topic, and what is said about the topic = focus) is based on the notion of contextual boundness. A heuristic procedure was proposed by Sgall (1979; see also Sgall et al. 1986), which leads from this primary distinction between contextually bound and non-bound items to the bipartition of the sentence into its topic and focus. 

The original informal specification of the focus was formulated as follows (see Sgall et al 1986, p. 216f.; NB stands for ‘contextually non-bound’, which, in the PDT notation would equal the value f; TR stands for “tectogrammatical representation”, i.e. in PDT terms the TGTS): 

“(a) If the main verb of the TR or some of the nodes which directly depend on it (i.e. some of the daughter nodes of its root) are NB, then these nodes belong to the focus of the TR;

(b) if a node other than the root belongs to focus, then also all nodes subordinated to it belong to the focus;

(c) if the root and also all of its daughter nodes are contextually bound, then it is necessary to specify the rightmost of the daughter nodes of the root and ask whether any of its daughter nodes are NB; if yes, then these NB nodes belong to the focus; if no, then we must again specify the rightmost of this set of sister nodes and ask whether any of that node’s daughter nodes are NB, and so on.

The nodes of the TR that do not belong to its focus constitute its topic”

If “translated” into the PDT notation, i.e. using the values t (standing for both t and c) and f of the TFA attribute, the above procedure may lead to the following preliminary rules for the basic bipartition of the sentence in Topic (T in the sequel) and Focus (F in the sequel) of the sentence:

(a) If the main verb has the TFA value f, it belongs to Focus. Else, it belongs to Topic

(b) All the nodes directly (immediately) dependent on the main verb and carrying the TFA value t belong to Topic, together with all nodes depending on them.

(c) All the nodes directly (immediately) dependent on the main verb and carrying the TFA value f  belong to Focus together with all nodes depending on them

(d) If the main verb carries the value t and all the nodes directly depending on the main verb also carry the value t, then follow the rightmost edge leading from the main verb down to the first node(s) on this path carrying the value f; this/these  node(s) and all the nodes depending on it/them belong to Focus

5. Modification of the procedure and its checking on PDT
5.1 The objective of application of the above procedure on the annotated sentences of the PDT was (1) to modify the procedure on the basis of the on-going annotation process of TFA on the whole PDT (see Sect. 5.2 below) and (2) to implement it in order to test if the procedure returns the expected results, i.e. the bipartition of the sentence into its topic and focus (see Sect. 6 below).

5.2 The modifications of the procedure were given in principle by two reasons: (a) by the character of the data, mainly the great complexity of sentences actually occurring in the PDT , which has led to several modifications in the annotation instructions, (b) by specific technical conditions of the processing of the trees.

There are four main points in which the algorithm had to be modified: (1) the integration of the deep word order into the annotation, (2) the treatment of coordination, (3) the issue of the so-called quasi-focus, and (4) the issues of the contrastive elements occurring in the focus part of the sentence..

5.2.1 Deep word order. In the original procedure the focus has been determined by the value of contextual boundness. However, this value is primarily assigned according to the relationship of the node to its context rather than to its appurtenance to topic or focus. Context is understood in a broad sense, so that a node can belong to focus (topic) even if it is contextually bound (non-bound). We distinguish the following node types:

(i) some embedded clauses behave, as for their information structure, as coordinated clauses although they are dependent from the view point of the syntactic structure; such sentence often exhibit TFA of their own;

(ii) some nodes are contextually bound as for their lexical setting, belonging to the commonly shared knowledge (e.g. denominations of measured units such as crowns, meters, etc.), but even so they may belong to focus and govern the most dynamic node of the given sentence;

(iii) some nodes are contextually bound, being preceded by nodes with identical lexical values even though they belong to the focus (e.g. in coordination).

Therefore the deep order of individual branches of the tree is relevant. This order signalizes the communicative dynamism of individual subtrees and their appurtenance to focus or topic (to the right or to the left of the predicate).

5.2.2 Focalizers. Special particles signalizing the border-line between T and F, focalizers (rhematizers, in Czech tradition), are assigned the functor RHEM; if preceding the main predicate, they are assigned the TFA value f and indicate the appurtenance of the predicate and of themselves to F.  If the predicate has the value f, also the f-marked nodes with RHEM dependent from the left belong to F.

5.2.3 Coordination. A specific auxiliary node is established to indicate the relation of coordination between nodes, cf. ex. (3) and its underlying structure (3’).

(3) zajímavé akce pro domácí i cizí turisty …

Lit. interesting actions for domestic and foreign tourists …

(3’) zajímavé.f akce (pro) domácí.f turisty.f i cizí.f turisty.t

The repeated item in a coordinated subtree has the TFA value t (see above). The structure enters the TFA of the sentence as a whole, the TFA value of which equals that of the left-most coordinated element. The boundary between T and F does not go through the coordinated structure. Each part of the coordinated structure belongs to F (T) iff the whole structure belongs there.

5.2.4 Quasi-focus. It may happen that among the nodes directly dependent on the governing verb and standing to the right of the governor there occur nodes having t as their TFA value, even though they belong to the focus proper (the term focus proper is used for the communicatively most dynamic element of the sentence, which in the spoken form of the sentence would bear the intonation center of the sentence). The branch on which focus proper occurs is always ordered as the right-most branch of the TGTS. Thus if the rightmost node depending on the main verb carries the TFA value t, the branch leading to this node is followed until a node laying on this branch is found with the value t; this node is called a quasi-focus and (together with its dependents) is then supposed to be the focus proper of the sentence. Two cases of quasi-focus may occur: (i) the boundary between T and F is  before the f-marked verb and  both the verb and its t-marked dependents are in the focus (see ex. (4)), or the main verb is marked by t and the boundary between T and F is before a more deeply dependent (embedded) node with f; this node together with its dependents, if any, belongs to F (see ex. (5)). 

(4) Akcie hotelů a lázní patřily v první vlně privatizace k nejatraktivnějším akciím.
     Lit. (The) shares (of the) hotels and spas belonged in the first wave (of) privatization to (the) most-attractive shares.

(4’)Akcie.c hotelů.f a lázní.f patřily.f (v) první.f vlně.t privatizace.t (k) nejatraktivnějším.f akciím.t
(5) Čekal jsem, že bude brát zřetel na své zájmy.

   Lit. (I) expected-Aux that he-will take account of his interests.

(5’) Čekal.t (jsem), (že) bude-brát.t zřetel.t na-své.t zájmy.f.

5.2.5 Contrastive contextually bound nodes in focus. Among the nodes (directly or indirectly) dependent on the governing verb and standing to the right of the governor there may also occur nodes having c as their TFA value. Their appurtenance to F is determined on the basis of the following four possibilities: 

(i) the c-marked node is a part of an embedded (dependent) clause,

(ii) the c-marked node is directly dependent on the main predicate

(iii) the c-marked node is coordinated with some f-marked nodes

(iv) the c-marked node does not belong to any of the previous categories.

From the point of view of the surface order of words, these constructions may exhibit the property of surface non-projectivity; the discussion of this point would be beyond the objective of the present contribution and we may only refer here to Veselá et al. (2004b). In the TGTS, such nodes are moved to a projective position, i.e. to the right of the governing predicate, see ex. (6). 

(6) Váš.obecně. platný dotaz je připraven zodpovědět spolupracovník Profitu

     Lit. Your generally valid inquiry is ready to-answer (a) collaborator.Nom of-Profit.

(6’) Váš.f obecně.f platný.f dotaz.c je.t připraven.f zodpovědět.f spolupracovník.t Profitu.f

If a c-marked node directly depends on an f-marked verb but stands to the right of it, this node is considered as a part of T, see ex. (7).

(7) Protiklad je to však velmi umělý.

     Lit. Opposition is it however very artificial.

(7’) Protiklad.t je.f to.t však.t velmi.f umělý.f

5.2.6 A very special case of (interrupted) coordination is that of a sentence, in which  a c-marked node is a part of a coordination construction containing only c-marked and f-marked nodes. Such a c-marked node is not considered to be a part of focus.

5.2.7 With c-marked nodes that are not covered by the above conditions the algorithm is not yet capable to draw a division line between T and F and to determine the scope of F in an unambiguous way..

6. The final shape of the algorithm
Based on the considerations indicated in the previous Section, the final algorithm searching for a division line between the topic of the sentence and its focus is based on the following steps:

(i) An f-marked predicate together with all the f-marked nodes (including the RHEM nodes) hanging to the left of it, belongs to F.

(ii) An f-marked node standing to the right of the main predicate and depending on an f-marked node directly dependent on the main predicate belongs to F (together with all the subtrees dependent on it).

(iii)T-marked nodes directly depending on a verb and standing to the right of it which are coordinated with f-marked nodes, belong to  F with all their subtrees.

(iv) If there is no f-marked node among the nodes directly depending on a predicate and hanging to its right, then the right-most branch of the tree is followed down to the first f-marked node; this node together with all its (direct or indirect) dependents belongs to F.; two case may obtain:

(a) if the predicate is t-marked, only the subtree identified according to (iv) belongs to F

(b) if the predicate is f-marked, it also belongs to F (together the subtree identified according to (iv)).

(v) For all c-marked nodes assigned by the steps (i) through (iv) as belonging to F, there holds:

(a) if the c-marked node depends on a verb which depends (directly or indirectly) on the main verb, this node belongs to F with all its dependents

(b) if the c-marked node depends directly on a verb, it is not a part of F, but its subtree is a part of F

(c) if the c-marked node is a part of a coordinated structure that contains only c-marked and/or f-marked nodes, such a node as well as its dependents do not belong to F

(d) if a c-marked node is determined as a part of F and does not meet any of the above conditions under (a) through (c), we cannot say for the time being, whether itr belongs to T or to F.

7. The implementation of the algorithm and the results
The implementation of the algorithm has led to a differentiation of five basic types of F:

(1) F consisting of then predicate and its subtrees,

(2) F consisting of the right-attached subtrees to a t-marked predicate

(3) Quasi-focus with the t-marked main predicate

(4) Quasi-focus with the f-marked main predicate

(5) F interrupted by a c-marked node

The frequency of these types as identified by the implementation of the algorithm to the TFA-annotated sentences in PDT is indicated in Table 1.

	Type of F
	No.of trees (sentences)
	Relative frequency

	F consisting of then predicate and its subtrees,
	46588
	85,7

	F consisting of the right-attached subtrees to a t-marked predicate
	4664
	8,58

	Quasi-focus with the t-marked main predicate
	1415
	2,6

	Quasi-focus with the f-marked main predicate
	986
	1,81

	F interrupted by a c-marked node
	30
	0,06

	Trees with which the identification of T and F was not unambiguous
	617
	1,14

	Trees in which no F was identified
	60
	0,11

	TOTAL
	54360
	100


Table 1: The frequency of the types of F as identified by the implementation of the algorithm to the TFA-annotated sentences in PDT

Table 1 indicates that the implementation of the algorithm returns a correct segmentation of the sentence into T(opic) and F(ocus) in about 95% of annotated sentences; in these case the dividing line leads immediately before or immediately after the main predicate, which verifies then original hypothesis stated in the theory of TFA within FGD. The algorithm does not lead to unambiguous results only in about 1% of sentences; as it can be expected that sentences always contain a F(ocus), it should be assumed that the trees in which no F was identified (i.e. 0,11%) were not annotated appropriately. 

8. Conclusion
The results achieved by the implementation of the algorithm demonstrate, that in Czech the boundary between Topic and Focus can be determined in principle on the basis of the consideration of the status of the main predicate and its direct dependents. In other words, the hypothesis has been significantly supported that the boundary between topic and focus is in Czech signalized by the position of the verb. It has also been confirmed that the TFA annotation leads to satisfactory results in cases of rather complicated “real” sentences in the corpus. Even though some of the observations indicated above may – and should – lead to a certain modification of the annotation procedure, we do hope that the material gathered and analyzed in this way may be further used for the study of several aspects of the discourse patterning such as the linking of sentences in a text, a study of reference assignment based on the hierarchy of activation of elements the stock of knowledge the speaker assumes that the hearer(s) share(s) with him, and several other aspects of discourse structure. 
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