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1 Today's Large Corpora and Need for Better Information.
     Although corpora have been around for some time now, large present-day corpora, still far from being common for most languages, may not seem very large in near future. While a rather short-sighted view that anything can be found on the Internet is being advocated by some, it is not difficult to refute the idea as need for more information, which seems to be never-ending, will hardly be satisfied in this way. Obviously, corpora, or rather better corpora, will have to grow, at least for some languages, catering for real needs. However, these needs are still to be articulated in many cases. Anyway, given the present type of resources, one is acutely aware of some domains already, especially spoken domains, that are missing or extremely difficult to get at, such as very private spoken texts or those offering a good use of swear-words (where fiction may not be a substitute at all), attitudes of hostility and refusal, etc. The general policy used to solve this so far is a kind of no-policy at all, relying more or less confidently on unlimited but spontaneous growth of the corpus where possible (e.g. the case of Mannheim corpus of German), which may not be enough. Thus, a relevant question to be asked today is what the size and quality of corpora should be so as to reflect language in a satisfactory way for most purposes, provided one knows what these purposes are. 

     It is obvious that one has to revise one's assumption about corpus being a cure-all for any need of information, too. To be able to know the extent and type of information one might need, at least some attempt should be made at finding a correlation between a large (and representative) corpus and the whole universe of language. So far, this problem has not been discussed much, let alone explored. A rather superficial view seeing a difference here does not say much and, on the other hand, a tacit assumption that there is an equation to be made between the two, which often goes unnoticed, is no less true. An answer relegating this problem to those of mere potential or hypothetical ones, since one is basically dealing with la parole here while trying to delimit this area, would amount to a mere refusal to deal with the question. Due to the open character of la parole, it seems that it is certainly impossible to map it in its entirety. Leaving aside, however, Chomskyan  endless creativity of sentences, which is certainly true but not quite pertinent here, one can easily ask relevant questions about la langue, namely the number of genres, domains, perhaps also situations, etc., on the one hand and also about finite number of language units and their structures on the other hand. Neither is limitless and both can ultimately be listed and described. 

    The tradition of compiling  frequency dictionaries  (see Čermák-Křen, in print) has always been based on an assumption that there must be a correlation between real language and the corpus these dictionaries are based on, although nobody has been able to word this in precise terms. The type of answer one can find in modern frequency dictionaries, based on large corpora (such as that of Čermák-Křen 2004 for the Czech language) is manifold. The main one, however, shows a finely graded picture of language use, supported by statistics. It is, then, easy to ask a number of relevant follow-up questions, such as: is there a core of the language in question and, if there is, what is it, how can it be delimited, etc.? A conclusion should then be: if a core can be delimited, then the rest must be less frequent periphery of language, which is equally graded, flowing imperceptibly into potential uses. The current practice of corpus-based linguistics, starting usually with typical examples and use, points in the same direction.

    These are no academic questions, as it might seem. On the contrary, should one know answers to them, one would be on a much safer ground in a lot of applications one is familiar with, taking them for granted, so far. Since it is dictionaries and their word-lists that come to one's mind usually, another typical and important example may be mentioned. It is the area and business of language teaching, specifically second-language teaching. Despite all sorts of commercial recommendations and, maybe, some professional praise, it is virtually impossible, in any of the textbooks on the market, to find admission that the authors know what sort of explicit and objective data they use. Primarily, these should comprise a frequency-based list of lexemes, both simple and multi-word ones, not leaving out any of the basic ones. It might seem too obvious and trite to (repeatedly) point to the fact that any knowledge of language is based on words and rules behind them and that it is equally futile to teach language without its necessary building-blocks as well as to teach students rules or some phrases only, not knowing the entirety of the language core to choose responsibly from. However, to be able to do this, one would have to have access to a research of what is really needed and how much of language is necessary to cover the needs. Thus, it seems that statistical research is needed to use corpus data more efficiently in at least some areas of application, too. Next to unlimited and chance growth of corpora, which rather resembles Internet in its qualities, it is, then, a prior, mostly statistical, analysis of corpora offering insight into their internal proportions that might contribute to better information one might need. 

    Of course, no, even remote, identification will ever be possible between the language universe and the corpus, although the gap between estimate and reality is getting much smaller now. It is easy to see that opportunistic large corpora, being more and more based on newspapers as these are readily available, will offer more and more of much the same typical information while other types will be lacking there. There is no guarantee that tacit hopes, just like those in the case of Internet, of getting eventually all sorts of data will ever come true. Moreover, one would never be sure about proportions of domains and genres, even in the hypothetical case that this hope did come true, getting drowned in the prevalent newspaper language. Obviously, a solution pointing to a better type of information may be sought in the way how modern large-scale corpora are or might be designed, i.e. in their representativeness.

2 Czech National Corpus and Frequency Dictionary of Czech Based on it.

     Czech National Corpus (CNC) is a complex ongoing project (Čermák 1997, 1998), offering several of its corpora for professional and public use for some time now. Despite other corpora (diachronic and spoken ones) the concept of CNC is often identified with and narrowed down to its 100-million-words contemporary written corpus, called more properly SYN2000. This has been in public use since the year 2000, but it will soon be multiplied by other and newer releases, the following one (of equal size and type) to be released in 2005 already (SYN2005). CNC is an extensively tagged, lemmatized and representative type of corpus. The amount of effort which has gone and is still going into tagging and lemmatization is enormous and there is no comparison to any other corpus of similar design and for a similar language type (inflectional). As there is also no simple way how to sum up these, let us briefly outline main specifics of its representativeness, at least.

     Not many corpus projects have gone into a prolonged research in order to get an insight into text types proportions. Since the first and ideal proportion of production versus reception could not have been based on sound data and stated in any usable form, all of the subsequent research turned to production only. The research whose results have been stepwise published (both in English and Czech) has used both a sociological research, based on responses of several hundred people, and an analysis of available data and published surveys (see Čermák above and Králík-Šulc, in print).

    Obviously, a corpus is not representative of its language in any straightforward way. In fact, the type of information it offers or, rather, proportions of it, depends on criteria and proportions of the selected domains. Should one wish to get a general corpus, suitable in its coverage of the language as a basis for, for instance, a large dictionary, one would evidently have to get a very rich and balanced selection of all types of texts, not just some. Broadly speaking, this happens to be the CNC policy, too. Since there is no ready-made model to be used for arriving at the proportions, it is here where corpora differ, no matter how representative they intend to be. On the basis of a prior (mostly sociological) research (see also Čermák 1997, 1998), The Czech National Corpus (SYN2000) has been compiled to contain 15 % of fiction, 25 % of specialized professional literature and 60 % of newspapers and general type magazines, all of the texts being from 1990s, with the only exception of fiction, which may be older (due to reprints, mostly). 

     It turned out that the original proportions were in need of further support or modification, hence a new series of surveys and new figures which are going to be used for new corpora (see Králík-Šulc, in print). Briefly, the three major domains, split into several layers of finer types and subtypes (there are almost 100 of these), comprise fiction (40 %), non-fiction (27 %) and newspapers (33 %). Among other things, it is newspapers that have gone down in numbers.

      CNC has been designed as a general-type resource for research, dictionary compilation and students as well. However, for a number of reasons, it turned out that one application was of primary importance and in great demand, in fact. This was Frequency Dictionary of Czech (FDC, Čermák-Křen 2004), which has just been published (for a description, see Čermák-Křen, in print).              

    The FDC consists of five main dictionaries (lists), with proper names and abbreviations being listed separately from common words. The printed version of the FDC is accompanied by its electronic form on CD going with the book, that enables the user to re-sort the dictionary, to make searches using combinations of several criteria and to export their results for further processing. Apart from usual frequency information - frequency rank and value – both the book and CD also show distribution of occurrences across the three main domains (fiction, professional literature, newspapers and magazines) for each entry. However, the most innovative feature of FDC is using average reduced frequency (ARF, Savický-Hlaváčová 2002) as a main measure of word commonness instead of, or rather, next to usual word frequency. This means that it was the value of ARF, not the frequency, that was used for selection of entries for most lists, including the largest alphabetical list of the most frequent 50 000 common words. Although the value of ARF is based on the frequency, it also reflects distribution of occurrences of a given word in the corpus: the more even the distribution is, the closer the value of ARF approaches frequency and vice versa. In practice, it appears that ARF-based lists differ from frequency-based ones mainly by the fact that specialized terms or proper names that occur only in a few sources fall down in their ranking considerably (their frequency has been "reduced" much more than average), while difference in ranking among evenly distributed words is only insignificant. Although various dispersion measures are sometimes employed for similar purposes, their use is usually limited to being listed next to the frequency, as e.g. in Leech (2001), but not for selection of entries themselves. The exact ARF formula is: 
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where f is frequency of given word, di denotes distance between individual occurrences of given word in the corpus and v is total number of tokens in the corpus divided by f.

     The FDC is based on SYN2000, a 100-million representative corpus of contemporary written Czech that had been morphologically tagged and lemmatized by stochastic methods (Hajič 2004). However, extensive manual corrections of the lemmatization were necessary before the dictionary could be compiled (for details, see Křen, in print). There were generally two kinds of corrections made, each of them being handled basically separately: corrections of stochastic disambiguation caused by homonymy, and those due to the lemmatization module itself, as its concept was different in some aspects. It should be noted that Czech is a highly inflected language with a relatively free word order, typologically different from English, so that the problems that concern automatic lemmatization are of different nature, too. The corrections of lemmatization of SYN2000 finally resulted into a new corpus called FSC2000, that was made available on the Internet to all registered users of CNC just for these purposes. This new corpus is a complementary and reference entity to the FDC, its lemmatization corresponds exactly to that of the dictionary. It allows the user to get any other supplementary information that a corpus tool can provide, including statistics on word forms, collocational analysis or verification of the dictionary data.

    An attempt at the language core, tentatively represented by the 50 000 lemmas list in the FDC, is a good start for any further modification which will definitely not be of a black-and-white type. It is to be seen yet whether there is no discrimination to be found and the whole range of word frequencies has a cline character or there is a boundary between a core and periphery. A factor suggesting that any research along these lines might not be quite simple is to be seen in the genre or domain distribution. The FDC taking over the tripartite distinction of fiction, professional literature (non-fiction) and newspapers (including journals) above and offering counts and lemmas ordered also inside these three might throw some light into the matter of core. The difference is both of the exclusive type, in that there are lexemes belonging to only some of the domains, and the inclusive type, in that many words overlap but there is a marked difference in their frequency in each of the domains.

3 Text Statistics and Lexical Coverage.

     This brings us to the ultimate problem which is closely linked with the corpus size and representativeness, namely text coverage. Unfortunately and in contrast to what used to be estimated on earlier, rather limited data or corpora used for the last generation of frequency dictionaries of some decades ago, there are almost no recent figures available coming from a research based on a modern and large corpus. Some of these lexical coverage figures, giving the number of lexemes needed to cover given percentage of the text, will be discussed now and an attempt will be made to compare them to the figures obtained from the FDC. However, such a comparison can almost never be straightforward and one has to be very cautious, taking into account various factors that may influence the lexical coverage figures considerably: length of the text, its domain, homogeneity, language, and, last but not least, the way the material was processed. The last point addresses various lemmatization issues, mainly the question of what should be considered as separate entries, how to deal with multiword units, whether proper names should be included or excluded from the list, etc.

     The following paragraphs describe in some detail several sources of lexical coverage data given in Table 1 below. This set of sources is by no means intended to be exhaustive or representative. There have certainly been more publications about the lexical coverage, although a lot of them deal only with the first few thousands of words. This is usually due to the fact that they aim at different issues, such as language learning and text comprehension, or that they are based on rather limited data (e.g. Nation 2001 for English or Davies 2005 for Spanish). Therefore, what is described below should be viewed as a sample of various approaches that shows how different these can be with respect to the factors given above, and how much this can influence final figures.

     The new Frequency dictionary of Czech (FDC, Čermák-Křen 2004) is based on a 100-million corpus. Most of the texts in the corpus are from 1990s, the size of fiction part being 15 %. The largest list of FDC offers 50 000 common word lemmas that are the most frequent according to the value of ARF; while proper names, abbreviations and punctuation are given in separate lists, numbers are ignored. However, it was the usual word frequency that was used for calculation of lexical coverage figures given in the appendix of the book and also in the first column of Table 1. Obviously, if frequency was used as a criterion for lemma selection instead of ARF, the coverage would be larger, as shown in the second column marked "FDC - FRQ", although the difference is not very significant.
     The first Czech frequency dictionary (Jelínek et al. 1961) was based on data mainly from 1930s to 1940s and contained about 1.6 mil. words in 75 sources, fiction occupying more than a half of them. The foreword to this dictionary says that the total number of different lemmas encountered in the material was about 55 000. However, the published dictionary offers only about 25 000 lemmas in the alphabetical list (published down to frequency 3) and 10 000 most frequent lemmas in the frequency-ordered list, proper names being listed together with common words. The lexical coverage is not mentioned here, but it was possible to derive the data shown in the third column from the frequency-ordered list that was recently made available in electronic form.

     Russian frequency dictionary published by Zasorina (1977) is similar in terms of its size and also its lexical coverage figures. It is based on approximately 1 million of common words from texts mainly from 1950s to 1960s, the share of fiction being about 50 %. The dictionary contains almost 40 000 lemmas down to frequency 1, proper names and abbreviations being excluded from the dictionary as a whole. Lexical coverage data given in the part called "Statistical structure of the dictionary" are shown in the fourth column of Table 1 below.

     Frequency lists based on a much bigger and newer corpus of Russian (approximately 50 mil. words) compiled by Serge Sharoff are available from his website. The texts in the corpus are mostly from 1980s and 1990s, fiction representing about a half of them, too. The list of the most frequent words offers about 32 000 lemmas with frequency greater than 1 instance per million words (ipm). Although this is not quite clear here, it seems that the frequency lists are in fact based only on a 26 mil. subcorpus. Apart from these, lexical coverage data are available on the web, too; these can be found also in the fifth column.

     For English, the frequency dictionary by Leech et al. (2001), which is based on a 100-million British National Corpus (BNC), seems to be the most representative. The BNC contains both written and spoken texts (10 % of the corpus), written texts being mostly from 1980s to 1990s and spoken from 1990s only. The largest list of the book contains only about 6700 lemmas (including also some multiword units) with frequency higher than 10 ipm, including proper names, abbreviations and even numbers. However, a complete version of the list is available on the Internet from http://www.comp.lancs.ac.uk/ucrel/bncfreq/flists.html. Although the book does not mention lexical coverage issue explicitly, the lexical coverage data could have been derived from the complete Internet list. Unfortunately, there are no real frequencies given either in the book or in the Internet list, but rather only number of instances per million words (ipm) rounded to whole numbers. This means that value 0 ipm in the list stands for BNC frequency 49 or less, 1 ipm stands for BNC frequency between 50 and 149 etc., so that the resulting lexical coverage figure would be severely biased by the rounding (especially in the second half of the table) and therefore of no practical use for this purpose. This is the reason why it was decided to use Adam Kilgarriff's lemmatized Internet list instead, which is also based on the BNC but lists real frequencies. Its figures are slightly different from those of Leech et al. (2001), they do not include proper names and numbers, and they show only 6318 most frequent lemmas with more than 800 occurrences in the whole BNC. In spite of this limitation, it was found very useful to include it into the table, too.
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Table 1: Lexical coverage data based on various sources, in % for given number of the most frequent lemmas
     Obviously, the first observation that can be made from inspecting the table is that all the figures correspond to the well-known Zipf's curve. This is certainly not surprising, but it is interesting to see how similar these figures are, especially the coverage for the first 1 000 lemmas of all the Czech and Russian data. Although the first two FDC-based figures should rather be regarded as one data set in this respect, there are still four of them for two languages, whose similarity in this frequency range does not even seem to depend on the corpus size. However, beyond the first 1 000 lemmas the numbers start to diverge. Thus, while 10 000 lemmas in Zasorina's dictionary for Russian show the largest coverage rate (presumably because of the smallest base corpus), followed by both Czech dictionaries (despite the substantial difference in their base corpus size!), it is finally the Sharoff's list for Russian that covers the least of text. This is rather surprising, because one would expect the figures to depend more on corpus size in this frequency range. Beyond the first 10 000 lemmas, Sharoff's list starts to get closer to the FDC figures, probably due to its "running short" of lemmas due to a smaller base corpus. However, English figures derived from Kilgarriff's list are the most distinct. Their coverage is much larger even for the first 10 lemmas, which is surely a language-dependent feature. This can be seen just by looking at the most frequent words in all the languages: the English "the" covers more than 6 % of an average English text, while both Russian and Czech most frequent words cover only slightly over 3 %. About the same progress in lexical coverage is kept on until the first 1 000 lemmas, but beyond that point the English figures start to converge with the other ones suddenly, so that lexical coverage for English seems to be one of the lowest for 6 000 most frequent lemmas. Unfortunately, more complete English data sets are needed in order to enable any conclusion from this phenomenon, e.g. about vocabulary size and richness of English.

4 Conclusions

     Obviously, frequency dictionary offers more information than just a straight list of figures related to individual words suggesting that ways of exploitation of these, next to dictionary, language textbook compilation and information technologies still have to be sought. 

     The lexical coverage data explored so far confirm the assumption of their correspondence to the Zipf's curve, and although the exact shape and span of the curve differ depending on a lot of factors, the observed difference between various data sets is not very remarkable. The lower frequency regions seem to be language-dependent, while very little can be inferred so far from higher frequency regions, apart from the fact that the base corpus size plays an important role here. Thus, also the language core problem remains open. More independent data sets for various languages would certainly be needed in order to enable an explanation of some of the phenomena mentioned above, and to learn more about the question of the language core, too.

     Undoubtedly, these figures call for a further and refined research, also taking into account such aspects as multi-word lexemes, distribution of goal-specific domains, etc. Nevertheless, they may  seem to be an inspiration as they are now.  
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List1

				FDC - ARF		FDC - FRQ		Jelínek		Zasorina		Sharoff		Kilgarriff

				Czech		Czech		Czech		Russian		Russian		English

		lemma #		100 mil.		100 mil.		1.6 mil.		1 mil.		26 mil.		100 mil.

		10		19.72		19.72		18.45		18.25		18.16		25.42

		50		33.37		33.43		33.88		34.09		34.06		41.66

		100		39.47		39.56		41.08		41.36		41.06		48.48

		200		46.06		46.26		48.17		48.53		47.68		54.84

		300		50.30		50.52		52.36		52.96		51.40		58.63

		400		53.49		53.78		55.48		56.21		54.09		61.46

		500		56.12		56.43		57.96		58.87		56.29		63.72

		600		58.30		58.67		60.08		61.10		58.14		65.61

		700		60.31		60.60		61.88		62.99		59.74		67.17

		800		62.00		62.31		63.46		64.66		61.16		68.54

		900		63.52		63.84		64.86		66.12		62.46		69.74

		1000		64.90		65.23		66.12		67.44		63.63		70.80

		2000		74.42		74.69		74.52		76.30		71.48		77.51

		3000		79.60		79.84		79.26		81.25		76.04		80.92

		4000		82.97		83.16		82.43		84.54		79.18		82.95

		5000		85.33		85.52		84.78		86.93		81.57		84.34

		6000		87.11		87.30		86.61		88.76		83.45		85.36

		7000		88.52		88.70		88.09		90.21		84.98

		8000		89.65		89.83		89.33		91.40		86.26

		9000		90.58		90.76		90.38		92.38		87.34

		10000		91.38		91.55		91.27		93.22		88.27

		20000		95.53		95.66				97.61		93.54

		30000		97.09		97.20				99.12		95.85

		40000		97.86		97.95				100.00		97.09

		50000		98.27		98.35						97.81
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