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During the last decade the rapid web growth has resulted in a vast amount of electronic texts readily available to the interested linguist. Nowadays, the web can be used as a gigantic text collection where anyone can find thousands of texts in most of the languages of the world. Although, in terms of strict representativeness, the Web cannot offer every kind of textual type (Ide et al. 2002), it still remains the most efficient way to easily create corpora. As Kilgariff & Grefenstette (2003: 343) point out “the Web is not representative of anything else. But neither are other corpora, in any well-understood sense”.

The Internet in Greece has increased rapidly during the last years experiencing 71,8% user growth in the period from 2000 to 2004
. Modern Greek language has a remarkable appearance in the web counting 2 million web pages already and growing (approx. 0,1% of the total web pages harvested by Google)
. 

On the other hand there aren’t many corpora of Modern Greek language readily available
 and many linguists who wish to refer to corpus evidence have to build their own small corpora from the Greek Web.

1. Sources on the Internet

The sources on the Internet are usually websites and web pages which include hyperlinks to numerous texts as well. Sources of this kind include:

· Websites of newspapers or magazines. They consist of web pages with hyperlinks to text files of various thematic domains.

· Websites of various organizations (such as ministries, banks etc). These organizations inform the public by using a considerable amount of press releases which are categorized into specific sections containing information related to the activities of the organization. Due to the need for frequent updates the press releases are a source of a high volume of textual information.

· The electronic libraries or similar kind of websites with textual information in the Internet are as well a source of web pages which can become part of a corpus

· Finally the Internet portals are “places” with an extremely large number of links to texts of specific domains. 

2. Text characteristics on the Internet.


The texts, which are collected from the World Wide Web, are useful if they are accompanied by meta-textual information. The most important elements of meta-textual information that can be detected in these texts are:

· The date that the text was created

· The author of the text

· The domain of the text

· The different headings (title, subtitle, section, subsection)

· The page number of the electronic edition of the newspaper or magazine in which the text can be found

· Tagged words in the text (e.g. words in bold or underlined).

It must be pointed out that due to their informational character all the aforementioned website types are constantly updated with new textual data.

3. Categorization of the websites based on the structural organization of their text files.


Every website uses a different structure in organizing its textual content. For determining the basic structures used in Greek websites, we examined a great number of different web pages. Finally the following typology came up:

1. Websites in which the URL address of their web pages containing the text files consists of a combination of fixed and variable parts. In fact, these fixed and variable parts can be more than one. In other words there are (more than one) successive parts of (Fixed part) - (Variable part) - (Fixed part)  

Examples

The articles in the electronic edition of the Greek newspaper “KERDOS”:

a. Fixed part = “http://www.kerdos.gr/eC_Home.asp?nodetype=15&id=”

b. Variable part = “200” (the number of the article)

The articles of the Greek bank “ALPHA”:

a. Fixed part = “http://www.bankofcyprus.com/newsshow.asp?id=”
b. Variable part = “3200” (the number of the article)

c. Fixed part = “&lang=GR”

It is obvious that the URL of the web pages of the websites in this category can be described by the general form (FP-VP-FP)N where FP stands for Fixed Part and VP stands for Variable Part.

2. Websites where the URL of the web page containing the text files is specific and fixed. In this category there is a fixed URL which downloads a web page containing links to other web pages. The text files can be found in these linked web pages. The links that we are interested in are situated in different parts of the web page layout (e.g. at the top, at the bottom, at the left or at the right side of the page). 

It must be underlined here that sometimes we are not searching just for the pages that are downloaded when we follow the links in the home page. There is a possibility that we have to track down the nested tree structure of the website by following each time the links in each redirected page. Following, for example, the links at the home page we go to pages containing links to other pages which contain other links and so on.

Example

The articles in the Greek portal “IN.GR”:

Fixed part = “http://www.in.gr/news/category.asp?lngDtrID=244”

In the above web page, the links to the web pages with the text files that we are interested in can be found after one of the following two strings:

“<td class=titlebar1><b>Τελευταία νέα</b></td>”, 

“<td class="titlebar1" height="20" >&nbsp;”

3. Websites which combine the structures of the first and the second category. In other words they follow the structure of the first category ((FP-VP-FP)N) and on the next step, they follow the structure of the second category from the downloaded pages.

4. Additional characteristics of the three website categories


In the categories 1 and 3 the variable part plays a very significant role. In all the web sites we examined the variable part moves within specific limits, from a specific start to a specific or expected end.


In most cases the variable part is a number which is shifting at a specific step (1, 2, 5, 10 etc.) and it is formed in a likewise specific way.


A usual case for the variable part is the date format. Similarly to the above mentioned case of the variable being a number, the date shifts at a specific step and it is formed in a specific way (e.g. every day, every two days, every seven days etc.)


An extra case for the variable part is being a starting ASCII character which shifts alphabetically (e.g. character “a”, character “b”, character “c”).


Finally if the variable part doesn’t belong to any of the above mentioned types (number, date, ASCII character), then it belongs to the case being an alphanumerical value from a set of discrete finite values.

5. The functional design of “Minotavros”


Minotavros has been developed for the semi-automated creation of corpora from any of the three categories of websites already mentioned. 

· For those websites that belong to the first category, the program reproduces the URL address of a web page and then it extracts and saves its contents. 

· For those websites that belong to the second category, Minotavros asks for the home page. By the use of simple commands, it then follows the tree structure of the website and saves all the web pages that the user asks for.

· Finally for those websites that belong to the third category, the program uses a combination of the two abovementioned ways.

Substantially every user of Minotavros can create a corpus from any website by examining only the website’s structure.

The basic functional specifications of Minotavros are the following:

1. Through the use of simple commands and in relatively short time, the user collects a corpus from any website. The only information needed to be given to the program is the structure of the website that the user is interested in.

2. The collected texts will then be saved and filed in folders in an automated way depending on criteria that the user uses, which sometimes may have nothing to do with the text itself (e.g. the author of the text, the size of the text etc.). 

3. Apart from the texts used to build the corpus, Minotavros also collects metadata for each of these texts. In the metadata file that is created, the user can found information about every web page that has been saved. The kind of metadata that will be recorded in this file is decided by the user.

4. The texts that the user gets from every web page that is downloaded can be raw text files. In other words, every html/xml tag from the original html/xml page can be removed if the user wants so.

These four functional specifications form the basic skeleton of the system architecture. 

6. The hyper-command


The downloading of the web pages is done through a hyper-command for every website. This hyper-command is created by the user once for every website.


This hyper-command includes every piece of information and every coded command needed by Minotavros in order to download from the web site only those web pages the user wants. Moreover this hyper-command has the same structure for every category of website mentioned earlier. Minotavros handles every hyper-command as a wider structure. The user is given the capability to save all the coded commands that have to do with the particularity of a website to the body of the hyper-command. 


The user can save the structure of each hyper-command to a database. In this way there is no need for him/her to create the hyper-command each time he/she wants to save text files from websites that are updated very often (e.g. portals, newspaper websites etc.). The manipulation of the hyper-commands (creating new ones, changing or deleting old ones, viewing each one etc.) is done with a very friendly interface.

7. The structure of the hyper-command 


Every hyper-command is divided in two or three major parts (it depends on the category of the website that the hyper-command is created for):

1. The first part is common to all three categories of web sites mentioned above (§ 3). It includes information like:

a) The name that the user will give to the hyper-command

b) The name of the metadata file and the name of the folder in the local disk of the user’s computer where the metadata file will be saved

c) Information about the automated execution of the hyper-command

d) Information about the frequency of the execution of the hyper-command (every day, once a week, specific days of the week etc.)

e) The name of the directory in the local disk of the user’s computer where the produced corpus will be saved.

f) The initial path of the web site in the World Wide Web.

2. The second part is also common to all three categories of websites. There is one part of it used only for websites of the second category. In this second part, the user by means of a markup-like syntax (like in html and xml files) enters easily various commands recognized by the program. This part of the hyper-command includes six major groups of commands:

a) The first group of commands refers only to the second category of websites. By using these commands the user can determine:

i. The part(s) of the web page the links will be taken from. If these links refer to web pages with new links and so on, the definition of the parts of the web pages in which the links can be found is done separately for each level of the website’s tree structure. This level is also entered by the user. Example: In the first level (home page) the links are taken from the top part of the web page layout. In the second level (following each of the latter links) the links are taken from the left and bottom part of the web page layout.   

ii. The links that will be taken from each web page. This is accomplished by entering appropriate information about the text that is to be found before and after these links. The level of the website’s tree structure at which these commands will be given is also entered by the user. 

iii. The levels of the website’s tree structure that will be saved and also the final level in which the program will stop. In a hypothetical example, the user can choose to save the web pages of the first, third and sixth level. The latter will be the final level the program will enter in.

iv. The textual information that will be taken from the web page. This information will be recorded at the end of the file that will be finally saved. The user enters the relative information about the text in the web page that lies before and after the desired textual data.

The program gives the user the ability to enter more than one of the above commands. In that case the commands will be executed according to the order they were entered.

b) The second group contains various commands which operate in all three categories of websites. These commands give the ability to the user to change the default name that will be given to the file by the program. The default name is the name of the web page in the World Wide Web (e.g. default.htm). If the filename contains characters that are not allowed by the operating system (e.g. the character “/”), they are replaced by the character “_”. The user can:

i. Delete part of the filename. There is no restriction on the number of delete commands the user can enter. Given more than one, they are executed one after the other in the same order they were entered.

ii. Get part of the filename. Again here the number of get commands is not restricted. Given more than one, they are executed one after the other in the same order they were entered.

iii. Enter a string of characters at the beginning or at the end of the filename. The ‘enter-text’ commands can be more than one. In that case they are executed one after the other in the same order they were entered.

c) The third group of commands has similar functions as the second one but it refers to the folder in the user’s hard disk where the files will be saved. 

d) The fourth group includes commands that determine which of the downloaded web pages will be saved in the corpus. In this group there are commands that: 

i. Select which web pages will be transformed into raw text files and saved in the corpus depending on the filename of the web page.  The selection is done by using filters. These filters check whether specific strings can be found in the name of the web pages. The user can also determine if that check will be done at the beginning, at the middle or at the end of the name of the web page.

ii. Determine whether the text file created from each web page will be saved again in the corpus if it is already saved.

iii. Select which web pages will be transformed into raw text files and saved in the corpus depending on the text in the web page.  The selection is also done by the use of filters. These filters check whether specific strings can be found in the html code of the web page. 

The program offers the option to enter more than one of the above commands. In that case the commands will be executed according to the order they were entered.

e) The fifth group contains commands which transform the html/xml file of the web page into a raw text file. In other words it contains commands that execute appropriate functions so the user will finally receive two kinds of files from a webpage: the original file which was downloaded from the World Wide Web in html/xml format and a raw text file in txt format which will be saved to the corpus. There are commands that:

i. Determine whether all the tags will be removed from the tagged file (i.e. the html/xml file)

ii. Delete part of the html/xml file. There is no restriction on the number of delete commands the user can enter. Given more than one, they are executed one after the other in the same order they were entered.

iii. Select a part of the html/xml file. There is no restriction on the number of select commands the user can enter. Given more than one, they are executed one after the other in the same order they were entered.

iv. Enter part of text that the user types. This can be done in whatever part of the initial text the user wants. There is no restriction on the number of enter commands the user can enter. Given more than one, they are executed one after the other in the same order they were entered.

f) The sixth group contains commands that give the user the capability to enrich the metadata file with textual information. The metadata can be drawn from different parts of the web page that will be transformed in txt file and saved in the corpus. The user can enter his/her commands in subgroups of commands. Every subgroup of commands refers to different type of metadata that will be saved in the metadata file. The available commands are the same as the ones described in the fifth group. 

3. The third part of the hyper-command is used for the first and the third categories of websites. In this third part, the user creates (as many times he wants) structures of the form (FP-VP-FP)N where FP stands for Fixed Part and VP stands for Variable Part (§ 3.1). These structures can contain a part or the whole path of the web page in the World Wide Web (URL). The user has the ability to create as many FP-VP-FP structures he wants.  In every FP-VP-FP structure he/she can leave blank one or both FPs. In this way he/she can have one or more successive VPs. The creation of a VP is made as follows:

a) The user selects the type of the VP. It can be an integer, a date, a character or a file of discrete values.

b) If the type of the VP is different from the file of discrete values, the user selects the starting value, the ending value and the step shifting from the starting value to the ending one. In the case of a file of discrete values the user doesn’t need to type anything.

c) Finally the user types the format in which the VP will be shown. As far as integers and dates are concerned, the accepted formats are the ones accepted by the programming environment for the corresponding types of variables. In the case of a file of discrete values the user selects the text file with the discrete values.
8. Bilingual (and generally n-lingual) websites


The user has the ability to create parallel corpora from websites that include multilingual web pages. This function can be used in websites of the first category (§ 3). The user must construct n hyper-commands, one for each of the languages supported at the website he wants to download from. The hyper-commands that the user will construct must have the same structure for all the languages of the website. It must be mentioned here that at the present time Minotavros doesn’t examine if the construction of the hyper-commands in the different languages is correct.


The creation of the metadata file from a multilingual website includes further information about the file sizes in the different languages.

9. Individualization


The Minotavros’ user has the capability of forming his/her profile of the handling of the hyper-command file. This is feasible through the use of password different for each user. Such individualized selections are:

· The default values

· The number of tries until a web page is downloaded from its website

· The elapsed time starting from a failed effort to download a web page until the program’s retry.

· The font type and size used in the hyper-command file

10. Future objectives


The future aims for the development of Minotavros are:

1. To provide the user, during the recording of the filters, with the capability to enter text instead of the simple one-line entry fields that are used in this version of the program

2. To extend the list of commands used in all the group of commands. In other words, the program will provide more filters for the user to choose from (e.g. for the tags deletion the user will be able to choose what group of tags will not be extracted from the web page).

3. The capability to use the API of the search engines in the World Wide Web (e.g. Google API). In this way the selection of the websites for downloading would be facilitated by a query to this API.

4. The parallel execution of different hyper-commands.

5. Further development of the procedures involved in the creation of n-language corpora.
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� Source : Internet World Stats, available at : http://www.internetworldstats.com/stats4.htm


� Source: www.netz-tipp.de/sprachen.html.


� The most complete general language corpus of Modern Greek is the Hellenic National Corpus (Hatzigeorgiu et al. 2000), a 34 Mwords, part of speech tagged corpus of written Modern Greek language available at: http://corpus.ilsp.gr.
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