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Abstract

This paper reports on experiments in which support vector machines (SVMs) are employed to recognize translated text in an Italian corpus of articles in the geopolitical domain. We show that an ensemble of SVM classifiers reaches 86.7% accuracy with 89.3% precision and 83.3% recall on this task. We then present experimental evidence that these results are well above the average performance of 10 human subjects, including 5 professional translators. The results offer solid evidence supporting the translationese hypothesis. Furthermore, the machine-learning based approach to corpus comparison we illustrate here can have interesting applications in translation studies, quantitative style analysis and corpus linguistics. 

1. Introduction

It is common, when reading translations, to feel that they are written in their own peculiar style. Translation scholars even speak of the language of translation as a separate “dialect” within a language, that they call third code (Frawley 1984) or translationese (Gellerstam 1986). Recently, attempts have been made to establish whether translationese really exists, i.e., whether translations do tend to share a fixed set of lexical, syntactic and textual features, and to identify such features (see, e.g., Laviosa 1998, Olohan 2001). Somewhat counter-intuitively, this approach departs from the traditional method of analyzing a source text in language A and its translation in language B, but instead compares large bodies of translated text with equally large bodies of original text in the same language. The aim here is that of exploring how “text produced in relative freedom from an individual script in another language differs from text produced under the normal conditions which pertain in translation, where a fully developed and coherent text exists in language A and requires recoding in language B” (Baker 1995).

In an unrelated line of research, various recent studies (e.g., Finn and Kushmerick 2003) extend supervised machine learning techniques traditionally used for topic classification tasks to the categorization of texts by genre and style.

In this paper, we show that style-based text classification with support vector machines (Joachims 1997) can be successfully applied to the task of telling high quality translated text from original (non-translated) texts written in the same language (Italian), dealing with the same topics (geopolitics themes), and belonging to the same genre (journal articles). We also present the results of an experiment indicating that the algorithm's performance is decidedly better than average when compared to that of human beings faced with the same task.

From the point of view of translation studies, our results are of interest because they bring clear evidence of the existence of translationese features even in high quality translations, by showing that these features are robust enough to be successfully used for the automated detection of translated text.

As for automated text categorization, our results are interesting because of the novelty of the task and because, as far as we know, this is the first study to provide experimental evidence that a relatively knowledge-poor machine learning algorithm can outperform human beings in a text classification task. This suggests that automated text categorization techniques are reaching a level of performance at which they can compete with humans not only in terms of cost-effectiveness and speed, but also in terms of quality of classification in hard tasks.

Lastly, while our method does very well with translationese spotting, it is not designed specifically for this task. Thus, it would appear to offer a promising new way of comparing corpora of different kinds, arguably one of the most central concerns within corpus linguistics at large (see, e.g., Kilgarriff 2001). 

The remainder of this paper is structured as follows: in section 2, we shortly discuss previous work on the characterization of translationese and on automated genre/style categorization. We then describe our corpus (section 3) and the machine learning algorithm we used (section 4). In section 5, we discuss the ways in which we represent documents for the automated categorization experiments, which are reported in section 6. In section 7, the results of these experiments are compared with the performance of humans on the same task. Section 8 concludes and presents suggestions for further work.

2. Related work

2.1 Characterization of translationese

Translationese has been originally described as the set of “fingerprints” that one language leaves on another when a text is translated between the two. Thus, Gellerstam searches for fingerprints of English on Swedish texts, with the aim to describe “the Swedish language variety used in translations from English” (Gellerstam 1996). More recently, the hypothesis has been put forward that any translated language variety, regardless of the source and target languages might share characteristic features typical of translation “as a mediated communicative event” (Baker 1993).

The typical methodology adopted in studies of translationese is based on the construction of monolingual comparable corpora, which include original (non-translated) texts in a certain language and translations into the same language. These corpora are then used to compute statistics about the distribution of manually selected features expected to be relevant to the translated/original distinction.

Preliminary hypotheses based on corpus evidence suggest that translated text might be more explicit, more conservative and less lexically dense than comparable original text (Hansen 2003, Laviosa 1998, Olohan 2001). A number of more specific hypotheses have equally been put forward, e.g., that translations tend to under-represent linguistic features typical of the target language which lack obvious equivalents in the source language (Mauranen 2002).
While several studies have highlighted differences between originals and translations that might be interpreted in terms of translationese, these effects tend to be either weak or also attributable to confounding factors. For example, Gellerstam (1996) finds differences in the use of reporting clauses in translated vs. original novels in Swedish. While this difference might be an instance of translationese, Gellerstam also mentions the possibility that it be due to a genre-based difference, i.e., to a higher incidence of detective stories in the translated corpus than in the original corpus (detective stories being often translated from English into Swedish). Borin and Prutz (2001) similarly hypothesize that the over-representation of verb-initial sentences in their Swedish newspaper text corpus with respect to a comparable corpus in English might be due to the presence of a more substantial number of “letters to the editor” in the former than in the latter. The language here is likely to differ from that of the rest of the corpus, because reader's letters are more likely to contain direct (yes/no) questions, which in Swedish are phrased as verb-initial sentences.

2.2. Automated text categorization by genre and style 

In the last 15 years or so, substantial research has been conducted on text classification through supervised machine learning techniques (Sebastiani 2002). The vast majority of studies in this area focuses on classification by topic, where bag-of-content-word models turn out to be very effective. Recently, there has also been increasing interest in automated categorization by overall sentiment, degree of subjectivity, authorship and along other dimensions that can be grouped together under the cover terms of “genre” and “style” (see, e.g., Finn and Kushmerick 2003, Kindermann et al 2003, Koppel et al 2002,  Mayfield Tomokiyo and Jones 2001, among others, and Santini 2004 for a recent survey).

Genre and style classification tasks cannot be tackled using only the simple lexical cues that have been proven so effective in topic detection. For instance, an objective report and a subjective editorial about the Iraq war will probably share many of the same content words; vice versa, objective reports about Iraq and soccer will share very few interesting content words. Thus, categorization by genre and style must rely on more abstract topic-independent features. At the same time, because of the usual empirical NLP constraints of rapid development, scalability and easy adaptation to new languages and domains, work in this area has concentrated on relatively shallow features that can be extracted from texts efficiently and with little resources.

Popular choices of features have been function words (that are usually discarded or down-weighted in topic based categorization), textual statistics (e.g., average sentence length, lexical richness measures) and knowledge-poor surrogates of a full syntactic parse, such as n-grams and part-of-speech (pos) information.

While it is difficult to generalize, because of the different languages, experimental settings and performance measures, most genre/style categorization studies report accuracies around 80% or just above this threshold, which indicates that more work is needed in this area to reach the performance level of topic-based categorization (whose accuracy is often well above 90%).

3. Corpus construction

The corpus used for this project is a collection of the articles that appeared between 1993 and 1999 in Limes, an Italian geopolitics journal (www.limesonline.com). The articles were extracted from the original CD-Rom publication and copyright clearance for research purposes was obtained. Articles containing the fixed pattern “translated by NAME” were then identified, extracted and collected in a separate corpus. All “suspicious” exemplars were discarded semi-automatically. Thus, for instance, articles belonging to the “round-table” sub-genre were excluded because overwhelmingly original, while interviews were excluded because they were judged to be a prototypically “mixed” text typology (very likely to contain original and translated language systematically interspersed within the same text). Data about the Limes corpus are given in table 1.

	
	originals
	translations

	n of articles 

n of words 

avg article length (words)

n of authors 

n of translators 

source languages 
	569

2,032,313

3572

517

NA

NA
	244

877,781

3597

134

103

Arabic, English, French, Russian, Spanish, … 




Table 1. The Limes corpus

We believe that this corpus is very well-suited to the purpose of investigating translationese. First, it is very homogeneous in terms of genre and macro-topic (all articles cover geopolitical topics), and well-balanced in terms of micro-topics (each journal issue centres around one theme, and contains original and translated articles dealing with it). Second, all articles are likely to have gone through the same editorial process. Third, the quality of translations seems extremely high. Fourth, translations are carried out from several source languages into Italian; thus, any effect we find is less likely to be due to the “shining-through” of a given language (Teich 2003), than to a more general translation effect. 

The articles in the corpus were tagged with the combination of taggers described in Baroni et al (2004) and lemmatized with the Italian TreeTagger (Schmid 1994). To eliminate a potentially rich source of content-based information, all words identified as proper nouns were replaced by a string of shape “NPRid”, where a unique, increasing id number is assigned to all distinct proper nouns of an article, in the order in which they appear (restarting from 1 for each article). 

4. Support vector machines

We use support vector machines as implemented in the SVMLight package (Joachims 1999). Support vector machines (SVMs) are a classification technique that was first applied to text categorization by Joachims (1997). During training, this algorithm constructs a hyperplane that maximally separates the positive and negative instances in the training set. Classification of new instances is then performed by determining which side of the hyperplane they fall on.

We chose SVMs because they provide state-of-the-art performance in text categorization, including promising results in style-based classification (Kindermann et al 2003, Baroni et al 2004). Moreover, SVMs require neither preliminary feature selection (they are able to handle a very large number of features) nor heuristic parameter tuning (there is a theoretically motivated choice of parameter settings). Thus, we can concentrate on different featural representations of the documents without worrying about the potential combinatorial explosion of experiments to run that would be caused by the need to test different feature selection techniques and parameter values for each representation.

5. Representation of documents

We explore a number of different ways to represent a document (article) as a feature vector, by varying both the size (unigrams, bigrams and trigrams) and the type (wordform, lemma, pos tag, mixed) of units to be encoded as features, as shown in table 2.

	unit size
	unit type
	example

	unigram

unigram

unigram

unigram 

bigram

bigram

bigram

bigram

trigram

trigram

trigram

trigram
	wordform

lemma

pos

mixed

wordform

lemma

pos

mixed

wordform

lemma

pos

mixed
	prendendo (taking)

PRENDERE (TAKE)

V:geru

content word: V:geru

function word: i (the (pl.)) 

i fatti (the (pl.) facts)

IL FATTO (THE FACT)

ART N

i N (the (pl.) N)

prendendo i fatti (taking the (pl.) facts)

PRENDERE IL FATTO (TAKE THE FACT)

V:geru ART N

V:geru i N (V:geru the (pl.) N)




Table 2. Units encoded as features

Notice that the wordform and lemma representations will mainly convey “lexical” cues, whereas the pos and mixed representations are more “grammatical”. In the mixed representation, function words are kept in their inflected wordform, whereas content words are replaced by the corresponding tags. 

For each feature set, we build both unweighted and weighted frequency vectors representing the documents (but in the unweighted versions, we discard features that occur in more than half the documents). Following standard practice, we use tf*idf weighting, i.e., the value of a feature in a document is given by (a logarithmic transformation of) its frequency in the document multiplied by the reciprocal of its overall document frequency. All features that occur in less than 3 documents are discarded, and all vectors are length-normalized.

We also experiment with combinations of SVMs trained on different representations. We use two methods to combine the outputs of the single classifiers: majority voting (which labels an article as translated only if the majority of classifiers thinks it is translated, with ties broken randomly) and recall maximization (which labels an article as translated if at least one classifier thinks it is translated). We decided to try the novel recall maximization method after observing in unrelated text categorization experiments (Baroni et al 2004) that, when the majority of training instances are negative (like in the current case), SVMs behave conservatively on the test set, achieving high precision at the cost of very low recall. 

Since we have 24 distinct single classifiers, it is not realistic to analyze all their possible combinations. Thus, we select a set of combinations that are plausible a priori, in two senses: first, they are composed only of sensible single classifiers; second, the classifiers in each combination are reasonably different from each other. As an example of the application of the first criterion, we only consider combinations with SVMs trained on trigram pos and mixed representations, since these are likely to be more informative than trigram wordform- and lemma-based features, which will suffer from heavy data-sparseness problems. As an example of a choice based on the second criterion, we do not consider combinations of unigram wordform and lemma representations, since these are likely to be rather similar. The selected combinations are reported in table 3.

	id
	unigrams
	bigrams
	trigrams

	1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24
	wform 

wform 

wform 

wform 

wform 

wform 

wform 

wform 

wform 

 wform 

 wform 

 wform 

 lemma 

 lemma 

 lemma 

 lemma 

 lemma 

 lemma 

 lemma 

 lemma 

 lemma 

 lemma 

 lemma 

 lemma 
	wform + pos 

wform + pos

lemma + mix

lemma + mix

lemma + pos

lemma + pos

tfidf wform + pos

tfidf wform + pos

tfidf lemma + mix

tfidf lemma + mix

tfidf lemma + pos

tfidf lemma + pos

tfidf + mix wform + pos

tfidf + mix wform + pos

tfidf + mix lemma + mix

tfidf + mix lemma + mix

tfidf + mix lemma + pos

tfidf + mix lemma + pos

tfidf + mix tfidf wform + pos

tfidf + mix tfidf wform + pos

tfidf + mix tfidf lemma + mix

tfidf + mix tfidf lemma + mix

tfidf + mix tfidf lemma + pos

tfidf + mix tfidf lemma + pos
	pos 

mix 

pos 

mix 

pos

mix

pos

mix

pos

mix

pos

mix

pos

mix

pos

mix

pos

mix

pos

mix

pos

mix

pos

mix




Table 3. Combinations

6. Experiments with SVMs

We split the corpus into 16 sections, each comprising of 15 random original documents and 15 random translated documents. This leaves a “remainder” of 240 original texts and 4 translated texts. The 30-document sections are used in a series of 16-fold cross-validation experiments; the articles in the remainder constitute part of the training data in each fold, and they are never used in the test set. Thus, within each fold, the training set contains 229 translated texts and 465 original texts; the test set contains 15 translations and 15 originals. All the results we report are averaged across the 16 folds and expressed in percentages.

The usual performance measures were computed by treating translations as positives. Thus, precision is given by the proportion of true translations over the documents classified as translations, and recall is the proportion of true translations retrieved over the total number of translations in the set; the F measure is computed as: ((precision * recall) / (precision + recall)) * 2.

To put the results we are about to report into perspective, consider that, on the same data, a random classifier that assigns documents to the translated and original classes with equal probability (i.e.,  a classifier that knows the true proportion of translations and originals in the test sets, 50/50) would obtain 50% accuracy, 50% precision, 50% recall and 50% F, while a trivial acceptor treating all documents as translated would have 50% accuracy, 50% precision, 100% recall and 66.7% F.

6.1 Single classifiers

Table 4 reports the results obtained by the single (i.e., non-combined) models, ranked by F value. For each representation, we only report results obtained either with non-transformed vectors or with tf*idf-weighted vectors, depending on which scheme performed better.

	unit size
	unit type
	tfidf
	accuracy
	precision
	recall
	F

	unigram 

bigram 

unigram 

unigram 

bigram 

bigram 

trigram 

trigram 

trigram 

bigram 

 trigram 

unigram 
	wordform 

mixed 

mixed 

lemma 

lemma 

wordform 

pos 

mixed 

lemma 

pos 

wordform

pos 
	no

no

yes 

no 

no 

no 

no 

no 

no 

yes 

no

no 
	77.1

77.1 

76.9 

74.2 

74.0 

73.8 

71.5 

70.4 

65.4 

63.1 

62.5 

49.6 
	94.5

94.5

93.3 

92.6 

96.7 

97.5 

93.3 

97.1 

98.7 

92.0 

98.4 

25.0 
	57.5

57.5

57.9 

52.5 

49.6 

48.8 

46.2 

42.1 

31.2 

28.8 

25.4

0.4 
	71.5

71.5

71.5 

67.0 

65.6 

65.0 

61.8 

58.7 

47.5 

43.8 

40.4

0.8 




Table 4. Results of single classifiers

These results are quite encouraging. Most models outperform the random baseline, and several models are also outperforming the trivial acceptor. As we expected, given that positive instances are a minority in the training sets, precision is consistently much higher than recall. Thus, trying to maximize recall is a sensible strategy for classifier combination.

The three best performing models are the one based on unigram wordforms, the one based on the unigram mixed representation, and the one based on the bigram mixed representation. Although, as we said in section 3, special care was taken to select a corpus where translations and originals pertained to similar topics, and all proper nouns were recoded as generic strings, the success of the first of these models could still be due to uninteresting content-based cues (e.g., perhaps adjectives referring to Italian-specific topics and locations are more frequent in originals than in translations). However, the success of the other two models (that do not have access to lexical information about content words) shows that translations are recognizable on purely grammatical/syntactic grounds.

6.2 Combinations

Combinations based on majority voting performed disappointingly. The best combination in this class (unigram wordform, bigram lemma, bigram mixed, trigram tagged) achieved 77.5% accuracy, 98.5% precision, 55.8% recall and 71.3% F; i.e., it was more or less in the range of the best single classifiers (unsurprisingly, with higher precision but lower recall).

The recall maximizing combinations, instead, performed very well. They all outperformed the best single measures, showing that the gain in recall is well worth the cost incurred in terms of increase of false positives. The worst performing recall maximizing combination (unigram wordform with tf*idf weighting, bigram lemma, bigram mixed, trigram mixed) attained 81.7% accuracy, 91.3% precision, 70% recall, 79.2% F; i.e., it outperformed the best single measures in all respects, except in terms of precision (while still achieving high precision). Table 5 reports the results for the 10 recall maximizing combinations with the highest F values, ranked by F and keyed by their table 3 ids.

	id
	accuracy 
	precision 
	recall 
	F

	21 

23

19

22

15

3

13

24

17

20
	86.7 

86.5 

86.4 

86.0 

85.6 

85.6 

85.2 

85.4 

85.0 

85.2 
	89.3 

89.2 

89.2 

89.9 

88.0 

90.1 

87.9 

89.3 

87.5 

89.3 
	83.3 

82.9 

82.9 

81.2 

82.5 

80.0 

81.7 

80.4 

81.7 

80.0 
	86.2 

86.0 

86.0 

85.3 

85.2 

84.8 

84.7

84.6

84.5

84.4




Table 5. Results of best recall maximizing combinations

The results in table 5 show that even high quality translations share enough features that are not equally common in comparable original texts (and/or vice versa) to be identifiable with precision close to 90% and recall above 80%. They also show that combining SVMs with a recall maximizing scheme really pays off, at least in this particular task.

In general, the best combinations are those involving both SVMs trained on unigram lemmas and SVMs trained on unigram mixed representations. This may be partly because these are the largest combinations in our set (being comprised of 5 models). However, it is probably also due to the success of the mixed representations (see discussion in next paragraph).

Taking a closer look at the models composing the best combination (unigram lemmas with tf*idf weighting, unigram mixed representation with tf*idf weighting, bigram lemmas, bigram mixed representation lemmas and trigram pos tags), we can distinguish between the unigram and bigram models based on lexical information (unigram and bigram lemmas) and those based on grammatical/syntactic information (unigram and bigram mixed representations). Interestingly, if we remove the two lexical models from the combination, performance drops less dramatically than if we remove the two non-lexical models. Without the lexical models, we obtain the following results: 86% accuracy, 90.2% precision, 80.2% recall, 85.2% F. This is still among the best combinations (the fifth best combination in terms of F value). On the other hand, without the unigram and bigram mixed representation models, we obtain 83.7% accuracy, 92.2% precision, 73.75% recall and 81.9% F. In terms of F, this combination would be in the lower half of the overall rank. Again, this provides evidence that, while lexical cues help, they are by no means necessary, and translated text can be identified purely on the basis of function word distributions and shallow syntactic patterns.

7. Comparison with human performance

Having seen that translated texts contain patterns robust enough to be picked up by SVMs, one wonders whether humans would be able to perform the task equally well or better.

To investigate this, we asked 10 subjects to identify translations among the 30 texts (15 translated, 15 original) in one of the 16 sections used for the n-fold experiments. Of the 10 subjects, 5 were specialists with higher education degrees in translation; the other 5 had different educational backgrounds. 

As test set, we chose the section in which our “best” combined model (combination 21 in table 3) featured the performance level closest to its 16-fold average (86.7% for all performance measures, with 2 false positives and 2 false negatives). The original versions of the texts, with proper nouns preserved, were handed out in electronic format (although printing was not discouraged). The subjects saw the texts in different random orders, and no time limit was set.

All subjects completed the task, reporting varying completion times, from about three hours to a whole day.

In the analysis of results to follow, we do not distinguish between translators and non-translators, since we did not find any systematic difference between the groups. The small differences in accuracy, precision and recall between subjects in the two groups are far from statistically significant (as attested by a series of t- and Mann-Whitney-tests). Moreover, agreement rates within and across groups are similar. 

Table 6 reports the results for all subjects (ranked by F value), the average of these results, and the results of the best combined SVM model on the same data subset.

	id
	accuracy 
	precision
	recall
	F

	subject 1

subject 2

subject 3

subject 4

subject 5

subject 6

subject 7

subject 8

subject 9

subject 10

average

SVMs
	93.3

90.0 

86.7 

83.3 

80.0 

76.7 

76.7 

66.7 

66.7 

63.3 

78.3

86.7
	93.3 

80.0 

86.7 

80.0 

73.3 

80.0 

73.3 

73.3 

46.7 

40.0 

72.7

86.7
	93.3 

100

86.7 

85.7 

84.6 

75.0 

78.6 

64.7 

77.8 

75.0 

82.1

86.7
	93.3 

88.9

86.7 

82.8 

78.5 

77.4

75.9

68.7 

58.4 

52.2

76.3

86.7




Table 6. Human subject performance

First, these data confirm that spotting translations in our data set is not a trivial task: even the subject with the highest performance (interestingly, not a translator) made two mistakes, and most subjects performed a lot worse than that. At the same time, all subjects can identify translated text above chance level (although not always by much).

Comparing human subjects to the combined SVMs, we see that the SVMs are performing decidedly better than average. Only one subject performed better than the SVMs with respect to all measures, while another surpassed them in terms of accuracy, recall and F. A third subject reached exactly the same performance level as the SVMs. The remaining 7 subjects performed worse with respect to all measures.

The average pairwise agreement rate among subjects is at 70.6%. The average pairwise agreement rate between each subject and the SVMs is at 74.4%. Thus, we have no reason to think that the SVMs behave in a radically different way from humans. In fact, to closer inspection, they seem to behave in rather similar ways. The composite human success rate on 3 of the 4 texts misclassified by the SVMs is below average, and the corresponding reports by subjects suggest that the decision was hard to make even for subjects who gave the right answer. In the remaining case of SVM misclassification, 9 out of 10 subjects correctly identified the text as a translation. Interestingly, this text explicitly refers to the author's nationality (Russian) from the very first line. However, 4 out of 5 translation experts pointed out that, were it not for this cue, the text would be difficult to categorize: linguistically, it is impeccable, fluent and idiomatic, “a very good literary translation”, as reported by one of the subjects. Which might explain why the SVMs, having no access to extra-textual evidence, were misled into thinking this text was an original.

8. Conclusion

Our results show that linguistically shallow representations contain cues that suffice to tell translations apart from originals with accuracy well above chance level. 

First of all, this is an important result for translation studies, as it strongly suggests that, at least for the particular data-set we considered, it is indeed possible to speak of a translationese dialect on objective grounds, given that an algorithm is able to identify translated text with good accuracy. However, this result by itself is a “proof of existence”, and it tells us very little about the specific features/units/constructions that characterize translated text. On the basis of the data reported here, we can only remark that function words and pos n-grams are obviously playing a role in the translated/original distinction. In Baroni e Bernardini (to appear) we present a more fine-grained analysis that provides some initial evidence about what characterizes translated texts – e.g., non-clitic personal pronouns seem to be more typical of translated texts, whereas originals are characterized by more adverbs. In the future, we should, of course, validate our findings by experimenting with other corpora and other languages. Since constructing closely comparable corpora is very difficult, this will be a challenging task.

From the point of view of machine learning/text categorization, the main outcome of our study is probably that we have shown how a machine learning algorithm can outperform humans in a text categorization task. This suggests that the performance of machine learning is reaching a stage in which knowledge-poor  text classification methods can be employed as exploratory tools to discover textual patterns that humans would have not necessarily noticed. In this respect, our study is somewhat close to that of Koppel et al (2002), who showed that a variant of the Winnow algorithm can be trained to distinguish between BNC texts written by female and male authors with accuracy around 80%. While author gender identification has little in common with translated text detection, both are very hard tasks,  challenging even for humans. In both cases we train the machine to detect subtle differences in style that we are not even sure exist. 

A natural question which arises with respect to our machine/human comparison is to what extent the features picked up by SVMs are the same that humans respond to, when they perceive a text as a translation. This is an important question from a theoretical point of view, but also for possible applications. Consider for example the idea of using SVMs to assess the quality of a translated text: then, the algorithm should be able to classify as “translationese” all and only those texts that would sound “translated” to humans, independently of whether they are truly translated or not.

Finally, we would like to suggest that the machine learning approach is a valuable tool to apply to other corpus comparison tasks. As stressed by Kilgarriff (2001), corpus comparison is both central to corpus linguistics and a very challenging task. Showing that the difference between two corpora with respect to certain features can be machine-learned is a relatively straightforward way to demonstrate that the corpora do differ with respect to the relevant features. We believe that  machine-learnability tests could constitute, together with the standard statistical apparatus of significance testing, another set of precious power-tools in the corpus linguist's kit.
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