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1 Introduction
Recent progress in natural language processing has made possible highly accurate language processing such as POS tagging and syntactic parsing, which have been used in various natural language processing applications.  Large scale annotated corpora are very important not only for linguistic research but also for improving accuracy of such practical language processing tools since most of the practical tools are now statistical or machine learning based systems which require accurately annotated corpus.  On the other hand, it is well-known that even a widely used annotated corpus such as Penn Treebank [Marcus 93] includes a number of annotation errors.  To implement highly accurate annotated corpora, it is, therefore, indispensable to have a supporting environment to keep and browse annotated corpora and to find and correct errors that lurk in manually annotated corpora.
As for retrieving annotated corpora, there are a number of concordancers and other tools that can retrieve POS tagged or syntactically parsed corpora.  However, most of the concordancers handle corpora just as a sequence of characters, and sophisticated search that takes annotation tags into account is not usually supported.  On the other hand, while a number of annotated corpora are equipped with sophisticated search tools, they are often specialised to a specific corpus annotation format.  More widely used and corpus independent tools for retrieving and maintaining annotated corpora are preferable.
This paper presents an annotated corpus maintenance system named ChaKi that aims at achieving such a goal.  In the next section, we introduce the current facilities of the system.  Then, Section 3 gives the overview of the system architecture, and Section 4 describes future plans.
2 Facilities of the System

The major facilities of the system can be divided into the following sub-facilities:  corpus retrieval, statistics calculation, corpus maintenance and others.  This section overviews those facilities.
2.1 Corpus annotation types and corpus retrieval methods
This section introduces the annotation types that the current system supports and in what format those annotations are used for sentence retrieval in the target corpus.  The system currently deals with Japanese and English corpora.  For Japanese, we assume the output format of Japanese morphological analyser ChaSen [Matsumoto 00] [Asahara 00] and Japanese syntactic dependency parser CaboCha [Kudo 02].  For English, we assume the format of Penn Treebank or British National Corpus.  In the retrieval component, the unit for retrieval is a sentence, and the sentences are assumed to be annotated with the following information.
2.1.1 Bibliographic information
Bibliographic information of the corpus (the name of the corpus, the authors’ name(s), reference, etc) and attribute information of sentences (speaker, contextual information, etc) are annotated at the sentence level.  They have no structural format and are in a simple character string form, which are retrieved by string level partial matching.

2.1.2 Surface character strings
Sentences can be retrieved as simple character strings.  Regular expressions are used for this retrieval task, and the results are shown in KWIC format.
2.1.3 Word sequences
When the sentences are POS tagged, any lexical information is used to describe patterns of word sequences.  The lexical information includes the surface form, the POS tag, or the base form of a word.  In the case of Japanese, other information such as pronunciation, inflection type and inflection form can also be specified.  Regular expressions can be used in specifying any of the information.
Figure 1 shows a snapshot of tag search in ChaKi interface where an adverb (RB) is retrieved that follows a word whose base form is “go”.  The results are presented as sentence-wise in KWIC format.  The upper window shows the query, in which three rows show the surface form, the base form and the POS tag of a word and the figures above the boxes indicate relative positions of the words (“0,0” stands for the centre position).  These two boxes for other words are used to specify the relative window position from the centred word.
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Figure 1  Snapshot of word sequence search

2.1.4 Multiword expressions
Multiword expressions such as proper nouns and idioms can be registered as single lexical entries in the dictionary.  A multiword expression can be retrieved as its whole form (with/without its POS tag) or by its constituents.  For example, if “in short” is defined as an idiom and is tagged as an adverb, it is retrieved as a single adverb.  On the other hand, if its constituents are defined as “in/IN, short/JJ” (IN stands for a preposition and JJ stands for an adjective in the Penn Treebank tag set), this expression can also be retrieved by those constituent words as well.
Figure 2 shows the retrieval result of multiword expressions.  The regular expression “in .* of” specifies an expression starting with “in”, ending with “of” and any string(s) of characters in between.  As the figure shows, various multiword expressions such as “in spite of” and “in the light of” are matched with this query.
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Figure 2  Tag search of a multiword expression

2.1.5 Word dependency structure

The system supposes that the syntactic information of a sentence is represented as a word dependency structure where the dependency relation holds between a word and its modifying word.  In the current system, phrase structure trees of Penn Treebank are transformed into dependency trees using the head rules that specify the head constituents in phrase structure rules.  We employed dependency trees since our original target language Japanese are frequently analysed in dependency structure of phrasal chunks.
Figure 3 shows an example of dependency structure search, in which the query describes an adverb that modifies a word whose base form is “go”.  Note that the direction of dependency relation is not specified, so that the adverb may appear in either side of the verb.  The coloured boxes show phrasal chunks and the embedded boxes show the words included in the corresponding chunks.  In case of English, at the moment most of the chunks consist of a single word, but base phrases can be the base constituents of the dependency structure.

2.2 Statistic calculation

Some basic statistics can be calculated by the system.  For example, if the user is interested in only the types and frequencies of the centred word in the word sequence search, he/she can select “Word Search” mode instead of “Tag Search” mode.  Then, all the retrieved words and their frequencies are presented in a table as shown in Figure 4.  From this window, the user can get all the examples corresponding to a row.  What Figure 4 shows is a situation that is just about retrieving the examples corresponding to the fourth row.
Another statistics provided by the system are collocations between the centred word and the surrounding words within a specified window size.  Collocation may be simple frequencies, mutual information, or frequent word N-grams.
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Figure 3  Snapshot of dependency structure search
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Figure 4  Word frequency list

2.3 Annotated corpus maintenance facilities

One of the important issues in developing annotated corpora is that both the annotation scheme (such as granularity of words or definition of POS tags) and the set of lexical entries in the dictionary may change.
2.3.1 Synchronisation of corpus and lexicon

Changes or modification in an annotated corpus must be reflected in the dictionary, and changes in the dictionary should be reflected in the annotation.  In ChaKi, as explained in the next section, the dictionary and annotated corpora are tightly related in that the words in an annotated corpus are represented by pointers to the dictionary.  This design policy makes it possible to synchronise the development of a dictionary and annotated corpora.
2.3.2 Error correction module

Annotated corpora should be corrected when annotation errors are detected.  Once an annotation error is found, it is often the case that errors of the same type retain in other parts of the corpus.  The retrieval facility of the system is effectively usable for detecting those errors, and once the instances of the same error type are retrieved, the error correction module helps to issue a transformation rule to correct all the erroneous instances in one operation.  Currently the error correction module is implemented only for POS tagging errors.
2.4 Other facilities and characteristics

This section briefly summarizes other important points of the system.
2.4.1 Multilinguality
From the outset, we intended to develop a corpus maintenance tool for multilingual use.  Currently we have tested the system with Japanese and English.  We will soon apply the system to Chinese POS tagged and dependency analysed corpora.

2.4.2 Error detection support
The system assumes that users use ChaKi’s retrieval facility to find erroneous parts in corpora.  However, this requires the users’ intuition on language analysers’ weakness (when corpora are annotated by machines) or on human annotators’ weakness (when corpora are tagged by human annotators).  We have experienced to develop an error detection method based on machine learning technique [Nakagawa 02] and hope to incorporate such a mechanism to the system.
2.4.3 Free software
The system will be distributed as a free and open source software.  For the database module we use MySQL (www.mysql.com), which is free relational database software.  Language analysis tools and other parts of ChaKi are developed in C, C++, Ruby or VisualC++, and will be distributed for free.
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Figure 5  System configuration of ChaKi

3  Architecture of the System
The configuration of ChaKi system is depicted in Figure 5.  A corpus is either POS annotated or dependency structure annotated.  If it is a raw (unannotated) corpus, it can be automatically annotated by existing POS taggers or parsers.  In case a corpus is annotated with phrase structure trees such as Penn Treebank, we provide a tool to convert phrase structure trees into word dependency trees, provided that head rules are specified to each type of phrase structure rules.
Other than the annotated corpus, we assume that the user has a dictionary that keeps some information on lexical entries.  We currently provide an English dictionary of 70K words POS annotated in the Penn Treebank tag set.  In the dictionary, the base form is specified for each lexical entry that is in an inflected or non-standard form.  For multiword expressions, their constituents are specified in the dictionary (which is partially done at the moment).  When an annotated corpus is installed into the database, the words in the annotated corpus are represented as pointers to the dictionary.  When a word in the annotated corpus is not found in the dictionary, it is tentatively registered in the database as a new word.  So, not having a dictionary does not cause a problem, only when all the words in the annotated corpus are registered as new lexical entries in the database.
This architecture has several advantages. First of all, words in annotated corpus are assumed to be existing words in the dictionary.  New words can appear in a corpus only after they are registered in the dictionary.  Correction of corpus errors reduces to reallocation of pointers to the dictionary, making inconsistency minimal, that is, no word will receive a POS tag that is not allowed to the word.  For example, in Penn Treebank some occurrences of “have” are tagged as “VBD” (past tense verb) or “VBN” (past participle), which are impossible.  Second, update on dictionary is spontaneously reflected to the annotated corpus and vice versa.  Finally, the representation size of corpora in the database becomes small.
The main component of ChaKi is the interface between the user and the database.  For the database system we use MySQL, a free relational database system.  ChaKi provides users with graphical tools to express retrieval queries to the corpus, which are transformed into SQL queries for the database.  We have already seen some examples in Figures 1, 2 and 3.

4  Future Plans

Making the system to run in various languages may not be difficult.  However, dealing with multiple languages simultaneously causes difficulty.  While English can be coexistent with other languages, Japanese and Chinese, for example, are currently difficult to handle simultaneously because of code inconsistency (We use EUC-Japan for Japanese and Big5 or GB (EUC-CN) for Chinese.  Only feasible treatment is to use Unicode throughout in the system, which we will pursue in the future.
The current system does not support any special interface for browsing and correcting dependency structure annotated corpus.  As Figure 3 shows, the retrieved sentence is shown as a flat sentence only with phrase chunks coloured for showing the corresponding between the boxes in the query and the fragments in the retrieved sentence.  We plan to develop an interface to depict dependency trees and to make correction on dependency relations with simple mouse operations.
The current statistics module handles only one corpus at a time.  We will equip the statistics module to compare two or more corpora in calculating statistics.
5  Conclusions

This paper presented an annotated corpus retrieval and maintenance system ChaKi.  This has been developed under a three year project starting from spring 2003 supported by Japanese Society of the Promotion of Science.  The intermediate system will be soon available on our Web site (http://chasen.naist.jp/hiki/ChaKi/) and the final version will be available in spring 2006.
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