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1; Introduction

A real-word spelling error occurs when one word is mistakenly produced for another, such as there for their. One approach that can both detect and correct many of these errors is to identify sets (usually pairs) of words that are likely to be confused, such as dairy and diary, and then, on encountering one of the words (say dairy) in the text being checked, to determine whether the other one (diary) would be more appropriate in the context. If the words in the set differ in their parts-of-speech (board, bored), this decision can be based on syntax, but if the parts-of-speech are identical, some use of semantics is required.

A listing of the nouns that co-occur frequently in the vicinity of a confusable in a large corpus will generally demonstrate a distinct semantic ‘flavour’.  To illustrate using the dairy, diary example; nouns occurring frequently near to dairy include product, farmer, cow whereas those occurring near to diary include entry, appointment, engagement. However, lists such as these can not in themselves be used by a spellchecker to differentiate between the confusables; the lists will be very long and many of the nouns will occur infrequently. Just over 450 different nouns occur within two words of diary in the BNC, only 18 of these occur ten or more times while appointment and engagement occur just five and six times respectively. Over 280 of the nouns occur just once and, although many of them have no particular relationship to diary, some of these once-only co-occurrences, such as chronicle, meeting, schedule, have a distinctly diary feel to them. In contrast, some words that seem to fit naturally into this category, such as rota, do not appear at all. What is needed is a method to capture this similarity by grouping the nouns and giving an overall score for the group to indicate that a word belonging to it is more likely to appear in the vicinity of diary than dairy. Armed with this information, when the spellchecker checks a text and encounters say dairy it can assess whether the nouns that occur in the vicinity belong in the dairy or diary group. If they clearly fit in the latter, it can propose a correction.

The approach described in this paper uses WordNet to create such groups for pairs of confusables using the nouns that occur in the vicinity of each confusable in the 80 million words of the written BNC. At run-time, when it encounters one of the confusables, the spellchecker retrieves the nouns from the surrounding text, uses WordNet to ascertain which grouping they belong to and then uses the stored values to assign a score to each member of the confusable pair. It then decides which of the two it prefers based on this score. 

After describing in detail how WordNet is used to create and score the groups, I present results of an experiment with 18 pairs of confusables using the million-word Flob corpus as test data.

2; Noun co-occurrence 

I began by selecting twenty pairs of words, ten noun pairs and ten verb pairs, that seemed likely to be confused. These are listed in Table 1 together with the number of times they occurred in the BNC and the percentage of the total occurrences of the pair for each member. As can be seen from the table, apart from {lentil, lintel} where the number of occurrences is almost identical, one word of the pair is always noticeably more frequent than the other. This difference in frequency was taken into account when calculating the co-occurrence scores.

	Noun Pairs

	Word 1
	N.occs
	% Total
	Word 2
	N.occs
	% Total

	world
	43350
	99.6%
	wold
	158
	0.4%

	college
	9793
	98%
	collage
	167
	2%

	dinner
	4035
	96%
	diner
	175
	4%

	road
	20993
	93%
	rod
	1485
	7%

	manner
	5166
	76%
	manor
	1610
	24%

	roster
	76
	75%
	rooster
	25
	25%

	diary
	1816
	70%
	dairy
	794
	30%

	reactor
	1008
	69%
	rector
	463
	31%

	ear
	3570
	67%
	era
	1721
	33%

	lintel
	99
	50%
	lentil
	98
	50%

	Verb Pairs

	Word 1
	N.occs
	% Total
	Word 2
	N.occs
	% Total

	unite
	16405
	99%
	untie
	129
	1%

	ensure
	13429
	95%
	ensue
	679
	5%

	inflict
	958
	95%
	inflect
	54
	5%

	expand
	4637
	94%
	expend
	312
	6%

	relieve
	2266
	91%
	relive
	211
	9%

	confirm
	7817
	87%
	conform
	1129
	13%

	mediate
	827
	86%
	meditate
	140
	14%

	carve
	1772
	84%
	crave
	338
	16%

	depreciate
	88
	66%
	deprecate
	45
	34%

	inhibit
	1242
	64%
	inhabit
	713
	36%


Table 1: Word pairs used in experiment showing frequency of occurrence in the BNC and relative proportion of each set member.
I then listed all nouns occurring within two words before or after each confusable in the written section of the BNC (80 million words). I included all inflected forms for both the confusables and the co-occurrences as they are likely to occur in a similar context; for example, we can carve stone and stone is carved; we might eat lentil soup or make soup with lentils. As well as increasing the number of training instances for each confusable this also means that the inflected forms can be checked by the spellchecker at run-time as they are also likely to be confused. For example, someone who mistakenly records appointments in a dairy instead of a diary might also suggest that colleagues consult their dairies. 

In the majority of cases a human reader presented with the resulting lists would have little difficulty in distinguishing between the confusables or in spotting the similarities between their respective sets of co-occurring nouns. For example, the top three co-occurring nouns for carve are stone, wood (both materials that can be carved) and knife (a tool that is used for carving). Nouns appearing with a lesser frequency further down the list are clearly related (oak, walnut, marble, granite, tool, chisel). The top three for crave are man (both craving and being craved), food and success which again bear the same affinity to crave as other words in the list such as people, chocolate and attention and are also clearly different from those co-occurring with carve. 

However, the co-occurrences for wold and rooster did not seem to follow this pattern. Wold makes up just 0.4% of the total occurrences of the pair {world, wold} and only 47 nouns co-occur with it. Some, such as flower and path, seem to relate to the dictionary definition of wold as an “(area of) open uncultivated country; down or moor” but others, such as bet and rice, seem more puzzling. Further investigation showed that in fact many of the occurrences of wold in the BNC are real-word errors as the examples below show: 

“...variety of wold flowers...” 

“...the best bet wold be...” 

“...brown and wold rice...” 

 “...as you wold for paths...” 

“...my wold as I see it...” 

This suggests that a spellchecker would do best if it always flagged wold as an error. Indeed, this is what MS Word does, suggesting would, world and wild (which would correct the above errors) along with weld and wood, as replacements. Rooster is similarly infrequent with only 25 occurrences in the BNC and just eight co-occurring nouns which did not provide enough data to generalise from. For wold and rooster the BNC simply did not provide a sufficiently large number of (correct) occurrences, so the pairs {world, wold} and {roster, rooster} were excluded from further consideration.

3; Co-occurrence grouping

3.1; WordNet relationships

Nouns in WordNet (Miller et al., 1990) are organised as a lexical hierarchy. The main organisational principle is hyponymy/hypernymy or the ISA relation. For example, using the co-occurrences for carve discussed above, oak is a hyponym of wood and granite is a hyponym of stone, both wood and stone are hyponyms of material. Thus both oak and granite are linked through their common hypernym material, as illustrated in Fig. 1.


[image: image1]
Fig. 1 Hypernym grouping of materials that can be carved

However, the WordNet hierarchy represents the relationship between word meanings rather than word forms, with each node of the hierarchy representing a synset or grouping of synonymous words. A word may be part of several synsets, each representing a different sense in which it can be used. There are a total of 12 senses stored for stone. Five of these are proper names (e.g. Oliver Stone the film-maker) and can be discounted. The remaining seven are listed below.

stone, rock (countable, as in “he threw a stone at me”)

stone, rock (uncountable, as in “stone is abundant in New England”)

stone (building material)

gem, gemstone, stone

stone, pit, endocarp (e.g. cherry stone)

stone (unit used to measure ... weight)

stone (lack of feeling...)

The sense illustrated in Fig. 1 is part of the second {stone, rock} synset and appears the most likely to occur in the context of carve although all of the first four seem to fit. However, the remaining three do not seem relevant.  

The inclusion of slang and informal usage also presents a problem. (Resnik, 1995) reports obtaining a high similarity rating for the words horse and tobacco. On investigating this apparent anomaly he found that this had occurred as one of the senses recorded for horse is its slang usage for heroin, which means that both words can be used in the sense of narcotics. 

3.2; Creating hypernym trees

We now have lists of words from the BNC that co-occur with, say, carve. Next we want to identify a subtree from WordNet’s main trees where these words tend to cluster. A subtree in WordNet is a group of synsets that have a common hypernym. Since a word can have several senses and therefore appear in several places in WordNet, and since it was not possible to know in advance which senses best related to their co-occurring confusable, I retained all senses (apart from proper nouns or slang) of the co-occurring nouns in the initial hypernym trees. The assumption was that the most relevant ones would gather together while the others would appear in sparsely populated sections of the tree and could later be removed. Figs. 2 and 3 show the final sections of the tree for two of the senses of stone discussed above. 

Fig. 2 shows that not only did the word stone itself occur with carve in the BNC, but so did sandstone, granite, marble and limestone, all hyponym senses of one sense of stone, similarly for wood, oak, walnut etc. The material node is included since it is the hypernym of both stone and wood and therefore of a subtreee of WordNet that seems to go with carve. (The word material itself does not actually occur with carve in the BNC, though it obviously could do.) 
Fig. 2: Section of WordNet tree for stone#2

By contrast, no words related to the cherry-stone meaning of stone co-occurred with carve – neither words in the same synset (pit, endocarp) nor words in the synsets of any of its hypernyms (pericarp etc) - so this meaning of stone was left as a leaf node at the end of a long branch of isolated hypernyms (Fig. 3). This branch of the WordNet tree does not go with carve and can now be pruned from the carve tree.

Fig. 3: Section of WordNet tree for {stone, pit, endocarp}

Continuing with the stone example, we have now discarded three senses – those of cherry stone, weight and feeling had now been pruned from the tree - leaving four which seem likely co-occurrences - two types of rock, building material and gemstone. The word stone occurred 74 times in the vicinity of carve in the BNC. We do not know which of the four senses of stone was involved in each of these occurrences, so we divide the 74 by four giving each of these nodes a “word count” of 19 (rounded to the nearest whole number).

For a hypernym node however, we want its count to represent how often any of the words in its subtree occurred with the confusable. I therefore summed all the “word counts” (i.e. the counts adjusted in the way just described) for all the words in the subtree and added these to the word count for the hypernym node itself.

Hypernym nodes at higher levels of the tree tend to represent generalised concepts. The node for entity, for example, is retained in the carve tree not because the word entity itself occurred with carve but because many of the words in its subtree did. For this reason initial word count for such nodes will often be zero but as the word counts are propagated up the tree they will accumulate the word counts of all their hyponym nodes. 

The final stage in creating a hypernym tree was to convert each of the adjusted word counts to a probability. The probability of each hypernym occurring in the vicinity of a particular confusable is calculated by dividing its word count by the total word count for the tree (1714 in the case of carve).

Fig. 4 illustrates this process for the material section of the carve tree. Each node shows the initial word count for the hypernym with the summed word counts (rounded to the nearest whole word) in parentheses together with the resulting probability. For example, stone (sense 2) has its own word count of 19 so this is added to the word counts of granite, marble etc., giving 39. Divided by the 1714 co-occurrences for carve, this gives a probability of 0.02. As can be seen, the hypernyms material, substance and entity start with an initial word count of zero and then accumulate the word counts of all their hyponym nodes. (These word counts cannot be extrapolated directly from the diagram as not all the hyponym nodes are shown.) As would be expected, the number of co-occurrences (and correspondingly the likelihood of encountering the hypernym) increases as the concepts represented become more general at the higher levels of the tree.

What these figures tell us, in general terms, is that there is a certain probability of encountering, say, granite, close to carve, a higher one of encountering any sort of stone, a yet higher one of encountering some kind of material, and so on.

Fig 4: Summed word counts and hypernym probabilities for section of {carve, crave} tree

3.3; Merging the hypernym trees
When the spellchecker comes across a confusable word it needs to decide whether the word it has seen is more likely in the context than the other member of its confusable pair. In other words, given the confusable pair {carve, crave}, when it encounters carve, it needs to decide whether this is indeed the word the user intended or whether crave would be a more appropriate choice. 

The trees for each confusable tell us how likely it is that a particular hypernym will occur in the vicinity of that confusable. For instance from the carve tree (Fig. 4) we see that there is a 2% probability of stone or one of its hyponyms appearing in the vicinity of carve, a 5% probability for some type of material and so on. The crave tree gives the corresponding probabilities for a given hypernym co-occurring with crave.

So we know the probability of finding, say, stone, near carve. But what the spellchecker needs to know is the probability of finding carve near stone. The stone node does not appear at all in the crave tree, suggesting that the spellchecker should always prefer carve when it sees stone or one of its hyponyms in the vicinity. On the other hand, its hypernyms material and substance appear in both trees. For the substance node the probability is almost the same in both trees (0.24 for carve and 0.23 for crave).  Does this mean that we are as likely to carve a substance as we are to crave it? No, it doesn’t because carve is much the more frequent member of the pair (carve made up 84% of the total occurrences for the pair{carve ,crave} in the BNC – Table 1) and so carve has a larger overall co-occurrence count (1714 compared to just 256 for crave). Many more substance-related nouns have co-occurred with carve (342) than they have with crave (51). Clearly we have to factor this in. By dividing the total 393 occurrences of the pair proportionally we get a 0.87 probability for carve as opposed to a 0.13 probability for crave. In this case, because the hypernym probability is the same in each tree, these are the final probabilities for carve or crave occurring in the vicinity of some type of substance. However, when the initial hypernym probabilities differ we have to go a stage further.

The more specific substance hyponym foodstuff also appears in both the carve and the crave trees and the overall co-occurrence count for carve (3.4) is still greater than it is for crave (2.6). Dividing these proportionally gives a probability of 0.57 for carve and 0.43 for crave, initially giving the impression that carve is still (just) the preferred choice. But, unlike the substance example above where the hypernym probabilities were the same for each confusable, foodstuff has a far greater probability of occurring with crave (0.01) than it does with carve (0.002). We need to take this into account when calculating the final values. We first assign a weighting to each confusable by taking the product of these probabilities and then convert these weightings into the final probability value by dividing by the probability of the hypernym itself occurring (which is the sum of the two weightings). In the case of carve and crave, we now find that there is a 0.78 probability for crave co-occurring with some type of foodstuff as opposed to just a 0.22 probability for carve; although it is certainly possible to carve food – such as the Sunday roast – it seems we are more likely to crave it.

Table 2 summarises these calculations and also shows the complete process for the substance example above. 

	Confusable (hypernym)
	P(H|C)
	N.

co-occs
	Total co-occs
	P(C)
	W(C|H)
	P(H)
	P(C|H)

	carve (foodstuff)
	0.002
	3.4
	6
	0.57
	0.0012
	0.0055
	0.22

	crave (foodstuff)
	0.01
	2.6
	
	0.43
	0.0043
	
	0.78

	carve (substance)
	0.24
	342
	393
	0.87
	0.21
	0.24
	0.87

	crave (substance)
	0.23
	51
	
	0.13
	0.03
	
	0.13


Table 2: Calculation of values for the foodstuff and substance hypernyms in merged {carve, crave} tree

Fig.5 shows the section of the merged tree for the {carve, crave} pair discussed above. From it we can see that when the spellchecker comes across a specific kind of substance in the vicinity of carve or crave, it will prefer carve if the co-occurrence is a type of material whereas it will prefer crave if it is a type of food which is in general what we would want to happen.


[image: image2]
Fig. 5: Section of merged {carve, crave} tree

The trees for each of the confusable pairs were merged, calculating the probabilities for each node as described above. At the same time, each branch was truncated at a depth of four which seemed to capture the level of generality I was aiming for.

4; Checking text

At run-time, when the program encounters a confusable word in the text being checked it uses the hypernym trees to calculate a score for each member of the confusable pair. It then selects its preferred member of the pair based on these scores. There are two stages to this process; the selection of the co-occurring nouns and the calculation of the scores.

4.1; Selecting co-occurring nouns

To decide which of the surrounding words is a noun the program uses the part-of speech tags stored in its dictionary. It counts a word as a noun if it is more commonly used as a noun than anything else. This ensures that common words such as can and go which are rarely used as nouns are ignored.

Although the program was trained using a window size of +/- 2 words only 41% of the confusables in the Flob corpus used for testing this program have a co-occurring noun in this vicinity. This increases to 97% if the window size is increased to +/- 10. To maximize the number of occurrences of each confusable that the program could attempt to correct, the window size for co-occurring nouns was set to +/- 10 (unless it encountered a sentence boundary first). The further away the noun is from the confusable, the less likely it is to be related. To compensate for this the scores retrieved for each noun were reduced as their distance from the confusable increased.

4.2; Scoring the confusables

For each co-occurring noun the program first lists all its WordNet senses and retrieves the hypernyms for each sense from WordNet. For each sense it compares these with the hypernyms stored in the tree for the confusable pair to find the deepest level match for that sense. Some senses will not match at all, others will match only at higher levels of the tree while those which are more specifically related to the confusable will match at the deepest level. The associated scores for each confusable occurring in the vicinity of each matched hypernym are retrieved and weighted according to the level of match – 100% for level 3, 75% for level 2, 50% for level 1 and 25% for a match at level 0 which is the root node. The weighted scores for the matching senses are combined to give an overall score for each confusable appearing in the vicinity of the noun.

Once the program has scored all the co-occurring nouns, it combines the scores for each to give an overall score for each member of the confusable pair. Based on these scores, the program either accepts the confusable it has seen as a correct spelling or flags it as an error.

4.3; An example

I will use the following example to illustrate the scoring process:

Seventeenth century dolls carved from wood fetch very high prices...

The program works outwards from the confusable carved to identify the nouns doll, century, wood and price. It then retrieves all the WordNet senses for each of these – two for doll, eight for wood, two for century and seven for price – and lists their hypernyms. It finds a match in the carve/crave tree for both senses of doll, four for wood, one for century and six for price. 

More than one of the matched senses may map to the same hypernym, as can be seen from Table 3 which shows the senses retrieved for wood and their matching hypernyms. All the matched senses score highly for carve but the least relevant sense in this case, that of wood as forest, only matches at a more general level so only 50% of its score (shown in parentheses in the table) will contribute to the final value assigned for wood. Combining the scores and normalising by the number of senses matched gives a final score of 0.990 for carve and 0.010 for crave co-occurring with wood. 

	Sense
	Hypernym match
	Level
	Score

	
	
	
	carve
	crave

	wood (hard fibrous substance)
	plant material
	3
	0.993
	0.007

	forest, wood, woods
	collection
	1
	0.976

(0.488)
	0.024

(0.011)

	woodwind, woodwind instrument, wood
	instrumentality
	3
	0.992
	0.008

	wood (golf club)
	instrumentality
	3
	0.992
	0.008


Table 3: Scores for matching senses of wood in the {carve, crave} hypernym tree

The program calculates scores in the same way for each of the other co-occurring nouns and weights the score for each according to its distance from the confusable – it gives the full score to any nouns that occurred next to it, 0.9 of the score to those that were two words away and so on. Table 4 shows the final scores for each co-occurring noun in this example with the distance-weighted values in parentheses.
	
	
	Score

	Co-occurrence
	Distance
	carve
	crave

	doll
	1
	0.899 
	0.101

	century
	2
	0.432 (0.338)
	0.568 (0.512)

	wood
	2
	0.990 (0.891)
	0.010 (0.009)

	price
	6
	0.768 (0.384)
	0.232 (0.116)


Table 4: Final scores for each co-occurring noun

These scores are then summed and normalised by the number of senses matched to give a final score, in this case, of 0.776 for carve and 0.223 for crave, correctly preferring carve.

5; Testing

When the spellchecker encounters a confusable word, there are two possibilities: accept the word as correct or flag it as a potential error. If it flags a correctly spelled word, this generates a false alarm. As well as being a nuisance this can also result in errors being introduced into the text if the user accepts the spellchecker’s suggestion. For optimum performance the program needs to minimise such false alarms while maximising the number of actual errors that are flagged.

5.1; Test data

The million word Flob corpus, containing 1310 examples of the confusables used in this experiment, was used for testing the program. To simulate error correction, two versions of the corpus were used. The first was the original corpus in which all the confusables were correctly used (Flob Original) and the second was a rewritten version with all the confusables changed to the other member of the pair (Flob Reversed). Thus, for example, the Flob Original sequence

Seventeenth century dolls carved from wood fetch very high prices...

becomes

Seventeenth century dolls craved from wood fetch very high prices...

in Flob Reversed and so on.

As would be expected, the majority (89%) of the confusables in Flob Original are the more frequent word of each confusable pair, thus in Flob Reversed, the majority are the less frequent word. This means that if the spellchecker were set so that it simply selected the more frequent word each time it encountered a member of a confusable pair it would make the correct decision 89% of the time – i.e. correctly accept 89% of the confusables in Flob Original and correctly flag 89% of the errors in Flob Reversed. This suggests that a simplistic approach, simply setting the program to prefer the most frequent word of each pair, would have reasonable success with error correction when run on Flob Reversed. However, the trade-off would be the introduction of errors (assuming the spellchecker’s suggestion was accepted) for 11% of the correctly spelled words in Flob Original.

5.2; Selecting the confusable with the highest score

The spellchecker was run over each version of Flob. It was set to flag a word as an error if the score for the alternative word was greater than the score for the word appearing in the text. (In other words, its preferred word would have a final score > 0.5). For a small number of words (3% of the total confusables) the program was unable to make a decision, either because there were no co-occurring nouns within the window or because the score for each member of the pair was equal. In this case it would simply ignore the word – i.e. it would leave correct words unchanged in the original data but leave errors uncorrected in the reversed data.  

Examples from Flob Original where the confusable is correctly accepted:

There is a famous early 15th century chest in the chapel bearing a carved scene of two jousters in action. 

Co-occurring nouns:  scene, chapel, chest, action, century 

Scores: carve 0.8326, crave 0.1674 ( prefer carve
This method in particular has interested dairy farmers because, being alkaline, it helps the animal's rumen to function efficiently. 

Co-occurring nouns: farmer, method, animal 

Scores: dairy 0. 0.6797, diary 0. 0.3203 ( prefer dairy
Examples from Flob Reversed where the error is correctly flagged:

Black hands caught him, united the rope...

Co-occurring nouns: rope, hand 

Scores: unite 0.2428, untie 0.7572 ( prefer untie
The ensuring fight is real Douglas Fairbanks Jnr stuff. 

Co-occurring nouns:  fight, stuff  

Scores: ensure 0.3233, ensue 0.6767 ( prefer ensue
Using this method the program performs correctly for 91% of the words in Flob Original and 88% of the words in Flob Reversed. (The reason that the figures do not exactly mirror each other is the assignment of the words for which the program could not make a decision – these contributed to the correctly accepted words in the original data and the ignored errors in the reversed data.). 

Making the right decision in about 90% of the cases seems at first like a good performance, until you compare it with the results for the simple “choose the more frequent” method discussed above, which are almost exactly the same, as shown in Table 5. On the face of it, it appears that the attempt at semantic analysis has been a waste of effort.

	Corpus
	Flob Original
	Flob Reversed

	Method
	(
Accept
	(
False alarm
	(
Flag
	(
Ignore

	Hyper Tree
	91%
	9%
	88%
	12%

	Choose more frequent
	89%
	11%
	89%
	11%


Table 5: Program performance on original and reversed Flob corpus

5.3; Setting a confidence level

While the overall performance of the hypernym method when compared with the “choose the more frequent” method is disappointing, further examination of the instances where the program had made an incorrect decision showed that in many cases the scores for the two confusables were very close, suggesting that it had little preference for either word. In the example from Flob Original below, the scores are almost equal but ear just pips era to the post, causing the program to raise a false alarm.

... reforms now in the final making should signify a new era in local government in which results count for more than ructions. 

Co-occurring nouns: government, result, count, reform 

Scores: ear 0.5136, era 0.4864 ( prefer ear
By default the confusable the program selects must have a score >0.5. If this threshold is raised, say to >0.6 in the case of the example above, the number of false alarms will be reduced. The trade-off for this is of course a decrease in error correction so what we would like to be able to do is find an optimum level that minimises false alarms while maximising error correction.

Table 6 shows the results of running the program with this threshold set at varying levels from the default, >0.5, up to a maximum >0.99. At each level, the program was set to accept the confusable that appeared in the text unless the score for its alternative was above the preset threshold. 

	Corpus
	Flob Original
	Flob Reversed

	Threshold
	(
Accept
	(
False alarm
	(
Flag
	(
Ignore

	> 0.5
	91%
	9%
	88%
	12%

	>0.7
	95%
	5%
	80%
	18%

	>0.8
	97%
	3%
	71%
	29%

	>0.9
	99%
	1%
	51%
	49%

	>0.99
	99.9%
	0.1%
	95%
	5%


Table 6: Program performance at varying confidence levels

At the maximum threshold, >0.99, one false alarm remains and just 5% of the errors are corrected. However, with the threshold set to >0.9 just over half of the errors are corrected at the expense of just 14 false alarms which seems to be a reasonable compromise.

In most cases,  especially at the higher thresholds, the hypernym–tree  method selects the most frequently occurring member of the pair (i.e. carve over crave), as of course it should. In those cases it is performing no differently from the “choose the more frequent” method. But it is capable of choosing the less frequent and occasionally does so as in these two examples:

A fierce fight ensured. 

Co-occurring noun: fight 

Scores: ensure 0.0646, ensue 0.9354 ( prefer ensue
You've bought the manner House and you've got a Ferrari. 

Co-occurring noun: house  

Scores: manor 0.9951, manner 0.0049 ( prefer manor
And finally, that one remaining false alarm: 

But the firm... it's gone bankrupt and we're all out on our ears. 

Co-occurring noun: firm 

Scores: ear 0.0093 era 0.9907 ( prefer era
6; Conclusion

This small experiment has shown that the proposed method of grouping co-occurring nouns by their WordNet hypernyms can successfully capture the semantic associations of confusable words in a way that allows them to be used by a spellchecker to detect and correct real-word spelling errors. Although the initial results were disappointing, suggesting that the program did little better than the simple “choose the more frequent” method, when it was set to flag an error only if it was confident of its decision it was able to correct a worthwhile proportion of the errors while raising only a few false alarms.

There are several refinements to consider both for the creation of the trees and the scoring method used by the spellchecker. Modifications in both of these areas can be expected to improve the performance. Once these have been investigated the program will be extended to work with a larger number of confusable pairs.
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walnut 





oak 





granite 





marble 





wood 





stone 





material 





ash





beech





walnut





oak





wood





marble





limestone





stone


carve 1.0 crave 0.0





foodstuff


carve 0.22 crave 0.78





covering





pericarp





stone
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sandstone





stone





material





food


carve 0.41 crave 0.59





material


carve 0.99 crave 0.01





substance


carve 0.87 crave 0.13





entity


carve 0.96 crave 0.04





entity 


0 (1028) P 0.6





substance


0 (342) P 0.2





wood


10 (52) P 0.03





marble


12 P 0.007





granite


4 P 0.002





stone 


19 (39) P 0.02





material


0 (91) P 0.05
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