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Who am I?

• Not a philosopher!
• Geographer by trade:

– 50% Climatologist
– 40% Geomaticist
– 10% Computer Scientist (generous)

• Director of Lumin-S services
• Have used fluorescence in the winter 

maintenance market



Residual Salt Monitoring

• Big problem for highway engineers
• Currently rely on a ‘point’ forecast of 

residual salt at an outstation
• Can currently only be measured by 

contact techniques
• Can it be done via remote sensing?
• Due to road salt additives (molasses), this 

may be possible thanks to fluorescence



EEM of Road Surface Water

EEM of Road Surface Water 
doped with Rock Salt and 
Safecote



The problem to be solved…
• Can TLS EEMs be automatically classified using 

an expert system based on modern computer 
science techniques?

• Based on a water quality problem, subdivided 
into 7 classes:
– Canal
– Marine
– Groundwater
– River Water
– Leachate
– Raw Sewage
– Treated Sewage



Treated SewageRaw SewageLeachateRiver WaterGroundwaterMarineCanal

Training dataset of two of each class
+ Separate testing dataset of one of each class



Pattern Recognition
• ‘The act of taking in raw data and taking an 

action based on the category of that data.’
• Aims to classify data based on ‘a priori’

knowledge or statistical information extracted 
from the patterns.

• Supervised classification is based on a set of 
pre-classified patterns (training set)

• Algorithms are then used to detect statistical 
regularities in the data to classify new data

• There are many ‘machine learning’
algorithms out there!



Pattern Recognition

• Applications can take on many forms:
– Speech recognition
– Email text classification (spam / not spam)
– University plagiarism software (more on this 

later!)
– Number plate recognition
– Human face recognition

• Last two examples are examples of image 
analysis.



Plagiarism Software
• Simple pattern recognition – looks for a common series 

of letters, words or numbers
• For example, ‘Simphile’ uses the common compression 

algorithm gzip as its pattern detection engine. Let us say 
that we are comparing file A and file B. We compress file 
A to determine how small it can get. We then compress 
file B to see the amount it will shrink. Finally, we 
compress file A+B. If gzip(A+B) is significantly less than 
gzip(A) + gzip(B), then that means files A and B share 
patterns!

• Could it be used on the .csv files commonly outputted 
from fluorescence spectrophotometers?

• Lets have a go…





Machine Learning: PCA / 
PARAFAC

• A commonly used multivariate technique which acts 
unsupervised.

• Reduces the size of the dataset to aid management and 
understanding of the main patterns

• EEMs are high dimensional datasets and therefore there 
is a high redundancy in the data

• PARAFAC / PCA is used for feature extraction by 
extracting the axes in which the data shows the highest 
variability

• When plotted, PARAFAC loadings can reveal natural 
patterns or clusters in the data

• Can be used as a classifier by themselves or to produce 
a reduced number of inputs to other machine learning 
algorithms (e.g. Scott et al, 2003)
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Machine Learning: ANNs
• A supervised approach so needs a training 

dataset
• Numerous algorithms exist, but the feed forward 

back propagation algorithm is the most 
commonly used for classification

• EEMs contain a lot of
redundant information, 
so there is a challenge 
in removing this 
(e.g. PCA), but…

• …is this really needed?
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Data Redundancy

• Can a simple function extract the useful data for 
a ANN?

• How do we determine what the function is?



ANN - Tiberius

• Software used is shareware and available 
from here: http://www.philbrierley.com/

• Very simple and easy to use data mining 
suite

• Attempts to build a successful ANN using 
swirl and linear functions were not good!

• Although this removes data redundancy, is 
it needed?  EEMs are not that big.



Entire EEM ANN
• Why not include all the data in the .csv file?
• ANN should be intelligent enough to cope
• A little complicated, each class requires training 

via it’s own individual classification net
• The emissions at each excitation wavelength are 

then read in and the ANN then decides if the 
response of that wavelength is representative of 
the class in the training data.

• Hence a score out of 111 Is obtained for each 
classification net (7 in this example)

• How did it get on?



Sample ANN: Treated Sewage



Results

• Not too bad, but…
• With a bit of tinkering with decision trees we can 

achieve 100% classification.
• Decision trees are predictive models which map 

observation data to target values
• Can be thought of as classification by if / then

Canal Groundwater Leachate Marine Raw Sewage River Water Treated
Canal ANN 94 1 0 6 11 0 0

Groundwater ANN 0 111 0 107 0 0 109
Leachate ANN 110 0 34 8 4 26 8

Marine ANN 0 55 0 111 0 7 111
Raw Sewage ANN 45 3 0 7 110 0 0

River ANN 6 25 1 34 0 35 60
Treated Sewage ANN 0 27 0 37 0 0 104

Testing Dataset



Canal > 50

yes no

CANAL Groundwater > 110

yes no

GROUNDWATER Raw Sewage > 90

yes no

RAW SEWAGE River Water < 10

yes no

LEACHATE Treated Sewage > 80

yes no

TREATED SEWAGE Marine < 60

yes no

RIVER WATER MARINE

Decision tree for ANN

• Trees can be developed using software called ‘R’
• Achieved 100% classification on additional testing set of 

5 EEMs.
• Looks good, but far too complicated
• Can trees alone be used to simplify matters?



PiXiT

• Automatic image categorisation software
• Based on random subwindow extraction and 

extra trees
• Freely downloadable from

http://www.montefiore.ulg.ac.be/~maree/pixit.html
• Very user friendly
• You need to build a learning database of images 

(not csv files) before training an algorithm for 
testing.



PiXiT Results

• Not as good as the ANN, but should 
improve with a bigger training dataset

• Much slower than the ANN as far as 
computer processing is concerned, but…

• …quicker as images can ‘theoretically’ be 
processed in real-time direct from the 
spectrophotometer

Actual Class
Canal Canal
Groundwater Marine
Leachate Canal
Marine Leachate
Raw Sewage Raw Sewage
River Water River Water
Treated Sewage Marine



Why theoretically?
Subtle differences exist 
between raw outputs

This is why processed data 
has been used throughout



Conclusions
• This is just a small pilot study and the number of 

samples needs increasing before the results 
have any true meaning.

• A combination of approaches will probably yield 
the best results

• Many other algorithms out there still to be tested 
– Genetic Algorithms could be the answer to 
slow computer processing.

• For the meantime, PiXiT seems the most user-
friendly solution.


