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Abstract

This paper describes an experiment with Japanese EFL university students comparing
comprehension, and the receptive and productive vocabulary knowledge gained from reading
an expository text with electronic dictionaries, printed bilingual dictionaries and no dictionaries.
Vocabulary knowledge was tested with a two-week pre-test, an immediate post-reading test and a
two-week post-test. Receptive knowledge was assessed with a checklist test for known and
unknown items while productive knowledge was measured with a matching item test.
Comprehension was measured with true/false questions translated into the students’ first
language. Dictionary usage tended to result in higher scores on the comprehension and
vocabulary knowledge measures than students who read without dictionaries. Electronic
dictionary usage tended to result in superior gains on the comprehension and vocabulary
measures than printed dictionary usage. However, both groups of dictionary users required
significantly more time to read the text than students who had not used dictionaries.
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Introduction

This study has its origins in educator, teacher, and researcher views of dictionary use by
second and foreign language learners that range from ambivalence to outright antipathy.
Knight, however, argued that many reservations about dictionaries and the resulting
teaching practices were not backed by empirical evidence (1994: 285-6). She conducted
an experiment that compared incidental receptive and productive vocabulary learning and
reading comprehension of students reading short texts on a computer screen with and
without access to dictionary definitions accessible through the computer text. Nonetheless,
dictionary studies remain scarce or limited in scope and Knight’s findings have yet to be
replicated with other types of dictionaries, language learners, and texts with different
characteristics. The present study is loosely modeled on Knight’s study where the basic
research issues are whether students gain more words from guessing from context or

dictionaries and how dictionary use affects reading comprehension.

After presenting relevant research in commonly held views of dictionary use, related
dictionary studies, vocabulary learning, vocabulary knowledge and reading
comprehension, this paper describes the design, and reports and discusses the results of an
experiment with Japanese EFL learners which compares performance on receptive
vocabulary, productive vocabulary and comprehension measures of a group reading a text
without dictionaries to two groups reading the text with access to the two types of
dictionaries likely to be found in EFL classrooms--the traditional printed bilingual

dictionary (PD) or the hand-held electronic dictionary (ED).
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Related Research on Dictionaries, Vocabulary and Reading

Views of Dictionary Use

Nist and Olejnik (1995: 172) ask the question, “where has this idea come from that looking
up words in the dictionary is the worst way for students to learn vocabulary?” Some EFL
teachers discourage use of both monolingual and bilingual dictionaries in the belief that
dictionaries do not help students to understand vocabulary in context and because students
overuse dictionaries at the expense of developing the ability to guess from context and self-
confidence (Bensoussan, Sim and Weiss 1984: 262) while others advocate only using the
target language and are concerned that bilingual dictionaries used for word for word
translations will adversely affect student comprehension at the sentence and discourse level
(Tang 1997:39). According to Snell-Hornby (1984) and Yorkey (1970) reported in Aust,
Kelley & Roby (1993: 66), “...many language educators... believe that bilingual dictionaries
are counter productive because they cultivate the erroneous assumption that there is a one-
to-one correspondence between the words of the two languages.” Because monolingual
dictionaries may be seen as solving some of the problems presented by bilingual
dictionaries, most teachers prefer the monolingual dictionary (Koren, 1997:2). However, it
may be difficult for a student with insufficient vocabulary to understand a monolingual
dictionary entry that contains unknown words and time-consuming or even frustrating if
understanding the entry requires looking up other entries with still more unknown words.
Learners can also misinterpret monolingual dictionary entries and the entries can be
misleading (Nesi and Maera, 1994 in Koren, 1997: 2-3). Modern electronic pocket
dictionaries (ED) can enable students to look up words 23% faster than conventional
dictionaries (Weschler and Pitts, 2000: 1), but the increased speed of ED lookup may be at
the expense of engagement and deeper processing of the words possibly resulting ultimately
in less vocabulary learning (Stirling, 2003: 2-3). Stirling (ibid.) also conducted a small
survey of EFL teachers who listed, “insufficient examples, inaccurate meanings,
unintelligible pronunciation, lack of collocations, excess of meanings, and the absence of
improvements found in other dictionaries” as possible disadvantages of ED. Knight (1994:

285) includes another concern of educators that may apply to all types of dictionaries,
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“looking up words frequently interferes with short term memory and thus disrupts the

comprehension process”.

Studies of Dictionaries and Reading Comprehension

Studies have not been able to establish that using a dictionary consistently improves reading
comprehension. Bensoussan, Sim and Weiss (1984) examined the effect of bilingual and
monolingual dictionaries and no dictionary on reading comprehension of Israeli EFL
university students with multiple choice questions in a variety of text passages. No
significant differences were found in reading comprehension or time required between the
control groups and the dictionary groups. Most students did not look up very many words.
One conclusion was that, “less proficient students lack the language skills to benefit from a
dictionary, whereas more proficient students know enough to do without it (ibid.: 271).

Koyama and Takeuchi (2004b) compared handheld electronic dictionaries (ED) and printed
bilingual dictionaries (PD) on reading tasks with 72 Japanese EFL university students. Two
texts were read while using dictionaries. PD users spent 16% more time reading than the
ED group but depending on which text was read, the ED users looked up anywhere from
5.5 times to 1.7 times as many words. Both results were statistically significant. However,
on six-question multiple choice comprehension test scores, there was no statistically
significant difference. Unfortunately, the study does not provide the texts or the quiz
questions used and there was no comparison to a group not using dictionaries. The types
and the small number of questions used may not have adequately measured differences in

comprehension.

Albus, Thurlow, Liu, and Bielinski (2005) used a simplified monolingual English
dictionary and compared the effects on comprehension of a newspaper article for Hmong
ESL learners and native speaker Junior High Students. Overall, they did not find any
significant difference in scores between no dictionary control and dictionary groups but
reported that 59% of students in the ESL group did not use their dictionary or used it only

for a few words. Of the high, intermediate, and low level students in the dictionary group



that did report using dictionaries, only the intermediate group showed a significant score
difference. The results of this study are similar Bensoussan, Sim, and Weiss (1984), in that
many students did not extensively use their dictionaries and because high and low level
students did not benefit from the dictionary. The result with the intermediate students hints
that for comprehension scores to be affected by dictionary use that there must be an
intersection between reader ability and the text such that the text is neither too easy nor too
difficult.

Knight (1994) conducted an experiment that compared incidental receptive and productive
vocabulary learning and reading comprehension of second year Spanish as a foreign
language U.S university students reading 250 word authentic texts with 95.2% known
words on a computer screen with and without access to dictionary definitions accessible
through the computer text. After reading texts, students wrote a recall summary to check
comprehension. Compared to the no dictionary group, students using dictionaries attained
significantly higher scores. Comprehension scores were further analyzed by dividing
students according to high and low ability. Both ability groups had higher scores in the
dictionary condition but only the low ability group showed a statistically significant
increase over the no dictionary group. Additionally, correlations between number of look
ups and reading comprehension varied according to student ability with low ability students
having a high correlation between comprehension and the number of look ups while high
ability students had a much lower correlation. In other words, looking up more words
helped the comprehension of low ability students more than high ability students. Finally,
the dictionary group was found to require roughly 42% more time to read than the no
dictionary group. Compared to the no dictionary group, the high ability group’s scores were
18% higher while the low ability group’s scores were 45% higher indicating that only the
low ability group had an increase in comprehension commensurate with the additional time
incurred by using a dictionary. The Knight study suggests that the intuitive notion that
dictionary use will lead to improved comprehension only holds true under certain

conditions.
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Research on dictionary use and comprehension suggests a number of difficulties in
observing improvements in comprehension resulting from dictionary use. Some tests used
to measure comprehension may simply be inadequate for the task while the texts may be
too easy or too difficult for the ability level of the readers for dictionary use to make a
difference in comprehension. Because of the difficulty of objectively scoring large numbers
of written recall summaries used in Knight’s study and the unavailability of a second rater
to establish reliability, in the present study an attempt has been made to develop a simpler
comprehension measure that will be sensitive enough to capture comprehension differences
in a difficult authentic expository text containing less than 95% known words. As discussed
in section 2.4, the risk of going below the 95% level is that even with dictionary use, the
text will simply be too difficult. It is possible however that by using a text with a lower
number of known words that differences between context only and dictionary use will
become more apparent if dictionaries can be used to bootstrap up to a higher percentage of

known vocabulary sufficient to permit comprehension.

Studies of Dictionaries and Vocabulary Learning

There is a tendency for dictionary studies to show that dictionary use leads to vocabulary
gains. Luppescu and Day (1993) studied 293 Japanese EFL university students using no
dictionaries or printed bilingual dictionaries and compared vocabulary acquisition and time
taken to read a five page narrative edited to contain enhanced content and multiple
occurrences of target words to assist students in guessing. The dictionary group took twice
as long to read but only acquired a 50% greater mean score on a multiple choice vocabulary
quiz. However, for some items with multiple dictionary definitions, the no dictionary group

performed better than the students using dictionaries.

In Knight (1994) students read texts for meaning and wrote summaries without being
informed about immediate post-reading vocabulary tests. The first vocabulary task was
supplying equivalent L1 words or definitions for target words. The second task required
selecting L2 definitions from multiple choice items for each L2 target word. The

vocabulary tests were subsequently administered again two weeks latter unannounced.



Although the direction of the first task is from L2 to L1, Knight considers this task to be
productive. However, because of the L2 to L1 direction of the task, it might more
appropriately be considered a test of receptive knowledge with a recall component (See
Nation, 2001:29-30). Analysis was conducted for no exposure to text or dictionary,
exposure to text without the dictionary, and exposure to the text with access to the computer
dictionary. Students using the computer dictionary attained statistically significant higher
scores on both the immediate and delayed vocabulary measures of both vocabulary tasks.
Furthermore, high ability students learned more words than low ability students. Low
correlations were found between number of look ups and the supply definition scores but
the number of words looked up correlated highly with the select definition scores. Looking
up a larger number of words does not appear to have interfered with vocabulary acquisition
and helped in the case of the supply definition questions. Finally, the percentage gains of
the low ability students on the immediate and delayed vocabulary tests for both vocabulary
tasks exceeded the learning attributable to the 42% increased time on task from dictionary
use. In contrast, the percentage gains of high ability students were less than or roughly
equal to the percentage increase in time on all measures except the immediate supply task.
Thus, low ability students benefited more from the time spent looking up words.

Nist and Olejnik (1995) studied 186 U.S university students who were given 20 minutes to
study 10 artificial words presented in short contexts of a couple sentences followed by
dictionary definitions. The quality of the contexts and definitions was manipulated to create
strong and weak conditions. Participants were tested on receptive and productive
vocabulary measures. The primary finding was that students performed significantly better
when they were exposed to strong definitions regardless of whether they were exposed to
the word in strong or weak contexts. This suggests that more will be learned from a

dictionary with good definitions than from context alone.

In Koyama and Takeuchi (2004a), 18 Japanese EFL university students read an English text
without dictionaries and used ED or PD to look up and write four word definitions and four

usage examples for eight target words. There were no significant differences in the search



times between the ED and PD conditions. The responses were scored to determine how well
students had used the dictionaries to obtain information and then compared with recall and
recognition tasks administered seven days latter. Students using the PD achieved higher
average scores on both recognition and recall. The difference on the recognition scores was
statistically significant and was attributed to greater depth of processing required by the
look up procedures in the PD,

EFL learners were obliged to do an arduous or elaborate work in the process of searching in the PD
condition, while they could easily get a word definition only by inputting the spelling of the word in ED
condition. (ibid.: 42)

One question in regard to this study is whether students would experience differences in
recall and recognition if the look ups had been performed during the reading in response to

the students’ self-directed attempts to comprehend the text.

In summary, the studies presented here appear to indicate that compared with
comprehension, it is easier to observe gains in vocabulary as the result of dictionary usage.
There is also evidence that dictionary use may lead to more words learned than from

context alone. While the present study is similar to Knight’s study, a simpler methodology
requiring only one text and less complex statistical calculations was employed. Additionally,
different types of tests for vocabulary gains were used in an attempt to improve

measurement sensitivity.

2.4 Minimum Vocabulary for Contextual Learning
In any experiment involving learning from context both the student’s vocabulary and the
vocabulary of the text should be taken into account. Read (2000: 74-5) states that “[there is
a] well-documented association between good vocabulary knowledge and the ability to read
well”. Learning words while reading requires a certain minimum vocabulary knowledge.
Laufer and Sim (1985) in Nation state that 65-70% of vocabulary must be known to
comprehend texts for academic purposes and that, “...the most pressing need of the foreign

language learner was vocabulary, then subject matter knowledge, and then syntactic



structure” (2001:145). Johns (1980) in Bensoussan, Sim and Weiss suggest that if 5% or
more of the words are unknown that comprehension of the text structure and guessing from
context may not be possible (1984: 264). Hu Hsueh-chao and Nation (2000) compared the
effects on comprehension of different levels of known words in fiction texts. Their results,
summarized in table 2.1, show that even small amounts of unknown vocabulary adversely
impact comprehension. Section 3.4.1 describes three methods used to estimate the amount

of unknown vocabulary for the text used in this study.

Table 2.1 Words Known Versus Adequate Comprehension
Percentage of known words in text | Percentage of Subjects achieving adequate
comprehension (12 out of 14 questions
correct on a multiple- choice measure)

80% 0%

90% 25%

95% 35%

(98%) No text with 98% coverage | Most learners gain adequate
was used. This number was comprehension.

derived by interpolation using a
jittered plot graph.
100% 88%

2.5 Guessing from Context
Even when a text does contain a sufficient percentage of known words for general
comprehension, students unaided with other resources need to guess the meanings of new
words. Bensoussan and Laufer (1984) studied lexical guessing in context with a 574 word
text containing 70 target words. Of these, 29 did not have any contextual clues and of the 41
remaining only 13 were clearly defined in the text while the other 28 words had indirect
clues such as collocations, contrasts, or word pairs (ibid. 21). In many instances, words may
not have sufficient context to permit successful guessing. Lexical guessing was only
successful in “13% of responses for 24 percent of the total words” (ibid.: 25). The most
frequent guessing errors were incorrect choice of a word with multiple meanings (20%),
mistranslation of a morphological trouble maker (17%), Mistranslation of an idiom (16%),
confusion with similar sounding L2 words (13%), confusion with a similar sounding L1
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words, and wild guessing (11%) (ibid.: 23). Furthermore, student ability did not affect the
success rate of guessing,

Weak, average and good students all applied the same strategies: ignoring words, using ‘preconceived
[and incorrect] notions’...although better students may know more words, they do not guess differently
or guess more than weaker ones. (ibid.: 26)

To measure the learning of words from context from a single exposure, Nagy, Herman and
Anderson (1985) studied native English speaker children reading two 1,000 word texts, one
a narrative and the other expository. Depending on the test format and difficulty level of the
test, the probability of learning a word ranged from approximately 10 to 20%. In a similar
study, Nagy, Anderson, and Herman administered tests six days after the reading passage
where the probability of learning a word from context was only 5% (1987: 261). Given the
low success rates in guessing, and the presence of words that are impossible or difficult to
guess from context, many texts, even when suited to the ability of the students, will still
contain words that can only be learned from extra-textual references such as dictionaries,

glosses, or teacher explanations.

Incidental and Intentional Vocabulary Acquisition

In spite of the difficulties of guessing from context, people do manage to learn vocabulary
in both their native and foreign languages. The question that arises at this point, then, is
how does this process take place? One view is that learning can be divided into incidental

learning and intentional learning. Nation defines learning from context as:

...the incidental learning of vocabulary from reading or listening to normal language use while the main
focus of the learners’ attention is on the message of the text. Learning from context thus includes
learning from extensive reading, learning from taking part in conversations, and learning from listening.
Learning from context does not include deliberately learning words and their definitions or translations
even if these words are presented in isolated sentence contexts. (Nation, 2001: 232-33)

Arguably this is consistent with Krashen who equates incidental learning with his Input
Hypothesis where language is subconsciously acquired while the conscious focus is on

message and intentional learning with his Monitor Hypothesis where conscious focus is on



form. Of the two, he argues that there are, “severe limits on how much can be learned [from
intentional learning]” (1989: 440) and that vocabulary size of native speakers and the
mastery of the complex properties of the vocabulary are too great to be accounted for by
conscious learning (ibid.: 452-3). Krashen recommends that vocabulary learning should

take place through, “massive quantities of pleasure reading” (ibid: 455).

Nagy concurs that for native speakers the bulk of vocabulary acquisition results from
incidental learning during extensive reading and that instruction plays a much smaller role.
He argues that while the chances of acquiring a new word through context in a single
encounter are small, that small gains combined with large amounts of reading result in large
numbers of new words being learned. He calculates that if an average student reads a
million words a year with 2% of the words being unknown (20,000 unknown words), that a
5% chance of learning a word would yield an annual gain of 1,000 words per year (1997:
75). The *book flood’ studies examined by Elley (1991) also suggest that young second
language learners benefit from extensive reading when the focus is on meaning and not on
form. However, Hill and Laufer (2003) argue that reading millions of words is not an
entirely plausible explanation or solution to the problem of learning the first couple

thousand words of a second language,

This would appear to be a daunting and time consuming means of vocabulary development. It seems
therefore reasonable that L2 learners acquire their vocabulary not only from input, be it reading or
listening, but also through word focused activities. (Hill and Laufer, 2003: 88)

In the case of Japanese EFL students, my own experience suggests that both word focused
instruction and intensive reading of difficult texts in preparation for university entrance
exams are more likely to account for a substantial percentage of basic vocabulary

knowledge than extensive reading.
One problem with the notion of incidental vocabulary learning is that it may simply be a

researcher construct that does not reflect what actually happens. For example, Paribakht and

Wesche (1999) used introspective think aloud protocols to examine learning words from

10
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context and found that subjects relied on sentence level grammar, word morphology,
punctuation, world knowledge, homonymy, word associations and cognates and that
learners guessing strategies were influenced by the type of comprehension tasks, readers’
perceptions of the text difficulty and interest, individual differences in learner strategy use,
and views on the value of reading for vocabulary learning. They state that, “vocabulary
learning through reading is in some sense not “incidental,” at least from the learner’s
perspective” (ibid.: 215). Gass goes further and argues that it is not possible to know
whether a word has been learned incidentally (1999: 319). Even when a reader is focused
on meaning, considerable conscious attention and cognitive effort may be directed to

understanding new words.

In the present study, students are told that they will be tested for comprehension without
being told that they will also be tested on vocabulary. Even so, the experimental setting may
invalidate the argument that learning is incidental. Additionally, using dictionaries clearly
involves conscious cognitive resources that would probably best be classed as intentional
learning. Furthermore, the reading task in the present survey contains a considerable
number of words not known to the readers and is probably best considered as intensive
reading which is not the type of pleasure text recommended for incidental learning in
extensive reading programs (Hu Hsueh-chao and Nation, 2000: 423). For these reasons, it is
important to recognize that the “incidental” learning taking place in this study should
primarily be considered incidental in reference to the task directions that the students read

for meaning.

Vocabulary Knowledge

Many vocabulary tests give the impression that a correct response indicates that an item is
“known”. However, the actual state of knowledge for any given item is more complex.
Henriksen describes vocabulary knowledge as occurring in three dimensions: partial-precise,
depth, and receptive-productive (1999: 304). Precise knowledge is exemplified by tests,
“requiring the ability to translate the lexical item into the L1, to find the right definition in a

multiple-choice task, or to paraphrase in the target language” (ibid.: 305). In contrast,

11



checklist tests that simply require a word to be checked if it is “known” attempt to include
measures of partial knowledge such as word recognition (ibid.: 305). Depth of knowledge
refers to knowing multiple meanings and senses of a word, the relationships with other
words, knowledge of collocational features, and factors related to when a word is used
(ibid.: 305-306). The final receptive-productive dimension refers to, “... ability to use the

words in comprehension and production” (ibid.: 307).

Richards (1976: 83) in Read (2000: 25) identified various knowledge types necessary to

fully acquire a word:

Knowing a word means knowing probability of encountering a word in speech or print...the sorts of
words most likely to be associated with the word...the limitations on use of the word according to
variations of function and situation...the syntactic behavior...underlying form and derivations...the
network of associations between that word and other words...the semantic value of a word...the different
meanings associated with the word. (Richards, 1976: 83)

It should be evident that depth of knowledge is multi-dimensional, might include other
types of knowledge such as etymology and is unlikely to be measurable by a single test
item. Related to the notion of depth is the idea that learners may pass through stages of
knowledge on the way to acquisition. Wesche and Paribakht (1996) in Maera (1999) use a
set of tests with a scale of five stages progressing from no knowledge of the word up to

productive ability:

1: 1 don’t remember having seen this word before;

2: | have seen this word before but | don’t know what it means;
3: | have seen this word before and | think it means ;
4: | know this word. It means ;

5: | can use this word in a sentence. eg: . (Wesche and Paribakht, 1996)

Maera argues that the stages should not be viewed as progressive since, for instance, it is
possible to produce a sentence without knowing what a word means and that knowledge at
the different stages is unstable and may change over time. He also notes that although there
are other possible stages and no account for acquiring multiple meanings, scoring of even

the five-item test is likely to require considerable time and effort and that the number of

12



vocabulary items that can be tested will be limited (1999:6). In the present study, the focus
is on measuring the learning from single encounters in one text. Under these circumstances,

it is assumed that depth of knowledge will be limited.

The receptive-productive (R/P) distinction according to Melka is an intuitive construct
based on the assumptions that productive vocabulary is smaller than receptive vocabulary,
that productive ability is acquired after receptive ability and “the fact that language users
(especially children), understand novel derived forms before they can produce them” (1997:
84). However, she states that, “Knowing a word is not an all or nothing proposition; some
aspects may have become productive, while others remain at the receptive level” (ibid.: 87).
Nation, (2001: 27) illustrates this in Table 2.2 by applying the receptive/productive

distinctions to word knowledge of form, meaning, and use.

Table 2.2 Categories of Receptive and Productive Knowledge

Form Spoken R | What does the word sound like?
P | How is the word pronounced?
Written R | What does the word look like?
P | How is the word spelled?
Word parts R | What parts are recognizable in this word?
P | What word parts are needed to express this meaning?
Meaning | Form & R | What meaning does this word signal?
Meaning
P | What word form can be used to express this meaning?
Concept & R | What is included in the concept?
Referents
P | What items can the concept refer to?
Associations | R | What other words does this make us think of?
P | What other words could we use instead of this one?
Use Grammatical | R | In what patterns does the word occur?
functions
P | In what patterns must we use this word?
collocations | R | What words or types of words occur with this one?
P | What words or types of words must we use with this one?
Constraints | R | Where, when, and how often would we expect to meet this
on use word?
(register,
frequency)
P | Where, when, and how often can we use this word?

The aspects of R/P knowledge tested in the present study are in bold in the table. While

Nation’s form & meaning category only represents a small portion of potential R/P

13



knowledge and Nation views full learning of a word as an incremental process requiring
multiple encounters, the present study attempts the difficult task of measuring knowledge
gained from single encounters with a word while using inferencing strategies or dictionaries.
Consequently, this study focuses on capturing learning of a basic R/P meaning rather than
more complex types of knowledge. Nagy, Herman, and Anderson (1985: 237) provide some
encouragement in noting that, “Although a single encounter with a word would seldom lead
to full knowledge of its meaning, we believe that a substantial, if incomplete, knowledge

about a word can be gained on the basis of even a single encounter.”

2.8 Reading Comprehension
Vocabulary knowledge may be the most important single factor in reading comprehension.
According to Alderson (2000: 99), “In studies of readability, most indices of vocabulary
difficulty account for about 80% of the predicted variance”. However, vocabulary
knowledge while important is not the only factor affecting comprehension. Alderson (ibid.:
32-84) surveys some of the factors that affect reading and divides them into the reader and

text variables summarized in Table 2.3.

Table 2.3 Reader and Text Variables

Reader Variables Text Variables

Knowledge: lexical, syntactic, rhetorical, Topic and Content
metalinguistic, discourse, L1 vs L2 Genre

knowledge, genre/text type, subject Organization

matter/topic, world, cultural Linguistic variables

Motivation: intrinsic/extrinsic Readability

Strategies Typographical features

Skills Verbal vs. Nonverbal information
Purpose: scanning, skimming, rauding, Medium of text presentation

learning, memorizing

Real World vs. Test Taking

Affect

Stable characteristics: sex, age, personality
Physical characteristics: eye movement,
speed of recognition, automaticity of
processing

These variables interact with each other in the process of reading but because there are so

many variables, it is difficult to do justice to a discussion of reading comprehension in the
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2.9

space permitted. Nonetheless some of the reader and text variables specific to this study are

described in the section 3.1 on participants and section 3.4 on materials.

Research Questions

The design, materials, and dependent measures of this experiment take into account a wide
variety of considerations which incorporate research in the minimum vocabulary necessary
for contextual learning, guessing from context, the difference between incidental and
intentional learning, the different types of vocabulary knowledge, and the variables
involved in reading comprehension. The experimental research questions specific to this
study are:

1. Are there significant differences in pre and post-reading receptive and productive
vocabulary measures between the exposure to text only, exposure to text and
printed dictionaries (PD), exposure to text and electronic dictionaries (ED), and no
exposure to text or dictionary groups?

2. Are there significant differences in reading comprehension scores between the
exposure to text only, exposure to text and PD, exposure to text and ED and no
exposure to text or dictionary groups?

3. Are there significant differences in the time taken to read the text between the
exposure to text only, exposure to text and PD, and exposure to text and ED

groups?
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3.1

Methodology of an Experiment to Measure Vocabulary and Comprehension
Performance of Students Reading a Text with and without Printed or Electronic
Dictionaries

Participants

The participants were 174 first and second year Japanese EFL students who had studied
English in Junior High and High School. The students are assigned to classes by TOEFL
scores ranging from 577 to 350 but these scores were not available for individuals. To
obtain an individual ability measure, the Nation 3000 Word Level Vocabulary tests were
administered (See Nation 2001: 418-19). A maximum of 30 points was possible. The

average of all participants was 21.54. The Standard Deviation was 3.97.

3.2 Design

First and second year Japanese EFL university students from eight classes were given a
receptive vocabulary checklist test (RVC) and a productive vocabulary definition selection
test (PVDS) two weeks prior to the experiment. On the day of the experiment, students
were divided into a group that read an authentic expository text without dictionaries and
two groups that read the text using either PD or ED. A fourth group did not read the text or
use dictionaries but took the RVC and PVDS to investigate whether scores would increase
over time due to students looking up words after tests on their own initiative, noticing target
words and learning them between tests, or even from simply repeatedly taking the tests.
Immediately after the reading, the RVC and PVDS were administered a second time and
followed with a comprehension test. The no text no dictionary group (NTND) also took the
comprehension test to determine the effects of background knowledge on the
comprehension test. Two weeks after the experiment, the RVC and PVDS were
administered a third time to all groups. Table 3.1 shows the order of the tests administered

to each different group.
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Table 3.1 Groups and Order of Test Administrations

Groups Pre-experiment | Immediate Post- Delayed Test
test (2 weeks experiment test 2weeks after
prior experiment

No Text, No Dictionary | RVC->PVDS RVC->PVDS RVC->PVDS

(NTND) ->Comprehension

Text, No Dictionary RVC->PVDS RVC->PVDS RVC->PVDS

(ND) ->Comprehension

Text plus Electronic RVC->PVDS RVC->PVDS RVC->PVDS

Dictionary (ED) ->Comprehension
Text plus Printed RVC->PVDS RVC->PVDS RVC->PVDS
Dictionary (PD) ->Comprehension

3.3 Procedures
During the RVC and PVDS two-week pre-tests, participants were told that they were
receiving a level-check. They were not informed that they would be taking the same tests
again. For the experiment, students in the ED, PD and ND groups were instructed to read
the text for meaning and told they would take a comprehension test after reading but would
not have access to the text after starting the test. Participants were not informed that they
would also be tested on vocabulary in the RVC and PVDS. When students finished reading,
they raised their hands so that the reading time could be recorded and to receive the first test.
The ED and PD groups were permitted to use dictionaries during the reading but not while
taking the tests. Groups using dictionaries underlined words that they looked up. Students
not receiving a text took the same tests as the other groups but were told that that they were
being tested on guessing ability and background knowledge. Tests were collected as they
were finished and new tests distributed. Participants were not informed about the two-week

post-test.

When students finished any test series, they were given individual learning tasks unrelated
to the experiment where dictionaries were not allowed to discourage immediate post-test
look up of items in the experiment and so that early finishers would not be disruptive. None

of the target words appeared in the tasks.
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3.4

The order of the tests attempts to minimize learning from the tests. So that students could
not change answers or refer to earlier test forms, students only had possession of one test at
a time—the RVC, the PVDS or the Comprehension test. The RVC contains only the target
words without definitions. The PVDS contains definitions but learning vocabulary from the
test should be difficult because of the large number of distractors. On the day that the texts
were read, the comprehension test was given last because it contains L1 translations that are
in many cases quite similar to passages of the L2 text and might provide clues about

unknown words.

Approximately one week prior to the experiment, students were asked to bring both a PD
and ED if they owned both or either if they only owned one type of dictionary. Assignment
into groups was not completely random. Whether the students had brought a dictionary or
what type of dictionaries they brought was taken into account to create groups of roughly
equal size. However, because of the concern that absences might jeopardize the experiment
if there were an insufficient number of participants in the post-tests in the ND, PD and ED
groups, a smaller number of students was assigned to the NTND group. Students were only
allowed to use their own dictionaries. Because the dictionaries are owner-supplied in this
study, the dictionaries in each group are not homogeneous which represents a confounding
variable. However, it is believed that the dictionaries of each group will have more in

common with each other than the dictionaries in the other group.

Materials
During the experiment, students read the text in Appendix | which is an excerpt from the

book, The McDonaldization of Society, Ritzer, (1996: 106-7). Selecting an appropriate text

was particularly difficult and involved a considerable degree of intuition. Ultimately
however, any experiment on reading will not be able to escape a variety of effects resulting
from the particular text(s) used which may affect the degree to which experimental results
can be generalized. Nonetheless, all students involved in the experiment read the same text
and were subject to the same text variables described in section 2.8. Table 3.2 describes the

McDonaldization text in terms of these variables.
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Table 3.2 Text Variables Specific to Text
Text Variable Characteristics of Excerpt from The McDonaldization of Society
Topic and Content Education and Sociology: negative effects of fast food style management
Genre Expository argumentation, borderline between academic and popular writing.
Organization Six paragraphs which usually include a general statement followed by examples
and conclusion
Linguistic Variables | Text contains approximately 90% known vocabulary.

Readability 663 words. 5.4 characters/word
Typographical 12 Point, single spaced, Century font
features

Verbal vs. Nonverbal | Text only, No pictures or illustrations.
Information

Medium Printed on A4 sheets of paper

3.4.1 Unknown words in Text: Three Approaches
Another important consideration was how much of the text’s vocabulary was known to the
subjects. As an initial pilot step towards investigating this, three students were given a copy
of the text and asked to scan the text and circle unknown words. This required ten to fifteen

minutes. The results are shown in Table 3.3.

Table 3.3 Percentage of Unknown words in Pilot of 3 Students Scanning Text

Student X Student Y Student Z
Unknown words 45 30 32
Percentage known | 93% 95% 95%
Average 95% 95% 95%

These percentages are roughly equal but probably underestimate the quantity of unknown
words. Two of the students probably did not consider the title to be part of the article and
may have not included the word “Docile”. Also, it is impossible to estimate to what extent
the students under claimed unknown words on the full text versions. Another interesting
point was all three students identified “tyranny” as an unknown word. However, one
student also underlined, “tyranny of the clock”. Only “tyranny” was counted as an unknown
word but at least one student viewed the words as an unknown chunk. Even though students
were instructed just to skim and underline unknown words, all three students probably also
read for meaning in varying degrees. Some words that were previously unknown may have

been inferred from context and not selected as unknown (Read 2000: 156). Other words that
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may have seemed less significant to understanding the meaning may have also not been

underlined as unknown. Finally, the sample of three is quite small.

To provide another method of estimating unknown vocabulary, a reduced checklist of
lexical items in each article was developed by deleting extremely frequent words like a, the,
be, do etc., easy words that would be known by Japanese High School students, and words
widely borrowed into Japanese. When a singular and plural word both appeared in an article,
plurals were eliminated unless the only example was already in the plural. Third person
verb forms were eliminated unless the only example was in the 3" person. To determine
whether students under claimed unknown words, ten imaginary words that resemble
English words were introduced into each instrument. Meara and Buxton (1987) use a
similar procedure, where students circle words that they claim to know. To avoid the words
making a coherent story in spite of deletions of intervening words, the word list was
partially scrambled. The finalized checklist was administered to a sample of ten students.
The number of students that indicated that a particular word was unknown is tallied in
Table 3.4. Imaginary words are shown in bold. The number following a word is the number
out of ten students that indicated that the word was unknown.

Table 3.4 Tally of Unknown Words from Pilot Checklist (Ten Students)

spontaneity10 education0 docile8 developed0 varietyO nonhumanl exert6 snickle6 process0 “for instance”3
followO hirel enormous? determine0 minuritel0 leaveO educationalO assigned2 “no matter”1 lecturel
requires0 servate8 gradingl submitted4 employO “computer-graded”3 “multiple-choice”9 required0
undiration10 evaluations5 force0 leadO ratings5 publishingO regulations3 “time-consuming”8 recund10
tenure9 devote2 “of course”0 controlledO systemO “for example”0 expertl certainO happens0O promotionl
glinder10 constraints7 mentionedl leeway10 “highly structured”5 performO specific2 customers0 actuallyl
“grade schools”2 “in particular”4 strive8 described1 “boot camp”7 labeled4 mechanisms4 authority6
embrace6 blossly8 rationalized10 procedures9 rote5 objective2 creativity0 tend1 rewarded6 conform3
fascination5 discouraged3 leading0 docility10 thus5 tyranny10 focus2 findO cluster?7 excited0 examiningl
dinated9 intensity9 turtlel insists1 science0 employeesl crabs4 overall4 emphasis5 submissive8
kindergarten5 malleable10 creative0 independent0 rulesO “point of view”1 messy5 extreme3 appears0
demands3 equivalent10 “short-term”1 training0 “child care1 largely0 juliquel0 examO obey4 determinedl
instructionl care0 curriculum3 activitiesO “spelled out”5 detaill clearly0 skilledO experienced0 “McChild”6
seek0 comprehend5 producingO plan0 rather0 “end up in”6 version0 abrivator10 relativelyl untrained?
technology0 omnipresent10 franchised6é MacDonald’s0 centersO remedial9 corporationl trainsl tailors7
uniformity3 “U-shaped”6 chargesl methodsl “for-profit”6 Sylvan5 “ready-made”6
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The tally provided an indication of which words should be focused on in the vocabulary
tests. However, the tally cannot be directly used to determine the percentage of unknown
words in the text. The tally counts Types not Tokens. The problem of how to count
unknown words is further complicated by multi-word items. None of the three students that
received the full text version underlined any of the words in the phrasal verb “end up in” as
unknown but on the decontextualized unknown word test, 60% indicated that they did not
know the meaning of the phrase. Furthermore, if students had been presented with the

words “end”, “up” and “in” separately they probably would have indicated that none of the
words were unknown. These issues aside, each unknown phrase was counted as a single

word.

To use the checklist tally to obtain a token count, the number of occurrences of each word
in the text was tallied separately. The number of students that chose an item as unknown
was then multiplied by the number of occurrences in the text and the results totaled. The
word Sylvan was excluded because it is a proper noun. This method yielded 455 unknown
words between ten students or an average of 45.5 unknown words per student or
approximately 6.9% unknown words in the text. However, this still doesn’t contain a
correction for students that under claimed unknown words. To get an approximate
correction, the number of identified unknown words 455 was multiplied by the total number
of imaginary words in the test (100) and the total was divided by the number of imaginary
words that students that the students correctly identified as unknown (94) for an adjusted
number of 484 words or approximately 7.3% unknown words in the text. The difficulty
with this adjustment is it isn’t possible to know precisely which words students didn’t claim

or how many times the unclaimed unknowns occurred in the text.

To avoid a correction for unclaimed unknown words, students that did not correctly claim
all ten imaginary words as unknown were excluded. The average number of unknown types
indicated by the seven students that correctly claimed all ten as unknown is 44 which is
close to the average of 45.5 for all ten students. Each real unknown item was multiplied by

the number of occurrences in the text. The result is displayed in Table 3.5.
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Table 3.5 Number and Percentage of Unknown Tokens

Participant number 1 2 3 4 5 6 7
Number of unknown real 55 52 40 44 78 51 43
tokens

Percentage of unknownwords |83 |78 |6.0 |66 |118 |7.7 |65

Average number of unknown Tokens: 52. Average % of unknown tokens in text: 7.8%

Each of the methods has disadvantages. Recognizing words out of context is more difficult
than recognizing them in context. However, providing context gives the reader an
opportunity to infer words, which alters the number of unknown words reported.
Additionally, just as there are different knowledge levels and types of knowledge about
words, some students may have differing interpretations of what it means to know a word.
A couple of students in particular were responsible for most of the words that were selected
only once as unknown. Rather than having a major difference in vocabulary as compared to
the other students, these students may have had a stricter internal definition of what it
means to know a word than the other students. It is also possible that some of the words
excluded from the decontextualized word list might have been claimed as unknown.
However, based on the similarity of the results from the three different methods, the text is
estimated to have roughly between 90 to 95% unknown words. Further taking into account
that multi-word units were counted as one word would likely put the estimate closer to 90%

if lexical items like “boot camp” were counted as two rather than one unknown word.

3.4.2 Location and Importance of Unknown Words in Text
The final step in selecting the text was investigating the location of unknown words. The
two main concerns were that unknown words might be clustered in one section or only
occur in areas not central to understanding the text. The writing is essentially expository
following a pattern of general statements supported by details, arguments and statements
that draw conclusions. Sentences containing general statements, main arguments,
conclusions and the title were categorized as main idea sentences while the remainder were

categorized as detail sentences. For ease of visual processing, a combination of colors, text
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sizes, and italics was used to code the text (See Appendix I1) for the locations of unknown

words and whether the words occurred in main idea or detail areas.

The information in the text is further summarized in Table 3.6 which indicates that the
words chosen by 7-10 students as unknown are distributed relatively equally throughout the
text. Additionally, 45% of the words occur in main idea sentences with the remainder in

detail sentences.
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Table 3.6 Location of Targeted Vocabulary

Word Location Main idea | Detail Important for meaning of

Title or paragraph sentence sentence | sentence or passage
Docile 8 Title Yes No Yes
Multiple- 1 No Yes No
choice 9
Tenure 9 1 (Title & paragraph 1 =21% of | No Yes No

words in text and contains 14%

of words claimed as unknown 7-

10 times.)
Constraints 7 2 No Yes Yes
Leeway 10 2 (Paragraph 2 = 7% of words in | No Yes Yes

text and contains 9% of words

claimed as unknown 7-10 times.)
Strive 8 3 No Yes Yes
Boot Camp 7 3 No Yes No
Rationalized 3 Yes No No
10
Procedures 9 3 Yes No No
Spontaneity 10 | 3 Yes No Yes
Docility 10 3 (Paragraph 3 = 21% of words Yes No Yes

in text and contains 27% of

words claimed as unknown 7-10

times.)
Tyranny 10 4 No Yes No
Cluster 7 4 No Yes No
Enormous 7 4 No Yes No
Intensity 9 4 No Yes No
Submissive 8 4 Yes No Yes
Malleable 10 4 Yes No Yes
Time- 4 (Paragraph 4 = 26% of words Yes No Yes
consuming 8 in text and contains 32% of

words claimed as unknown 7-10

times.)
Equivalent10 |5 Yes No Yes
Omnipresent 5 (Paragraph 5 contains 15% of | Yes No No
10 words in text and 9% of words

claimed as unknown 7-10 times.)
Remedial 9 6 No Yes No
Tailors 7 6 (Paragraph 6 contains 10% of | No Yes No

words in text and 9% of words

claimed as unknown 7-10 times.)
Total 22 10 12 10

Hulstijn (1993) found that rather than looking up every word, students were influenced by
the nature of the reading task when making decisions about what words to look up. If
students recognize main ideas, they may be more likely to look up unknown words in main
idea sentences than in detail sentences. Look ups may also be influenced by the importance
of words to understanding the sentence or text. In Table 3.6 each word has been categorized
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3.5

as either important or not to an understanding of the sentence or overall passage. While not
a main focus of the present study, by asking the students to underline words looked up, it is
possible to examine whether students look up every unknown word or use more selective
strategies. Another possibility that was considered was only including words in the
vocabulary tests from main idea sentences or words important to understanding the
sentence or passage. However, because of uncertainty about whether the participants have
the reading skills to only look up words in main idea sentences or whether it is possible to
decide whether a word is important before knowing what it means, vocabulary from detail
sentences and items that were not necessarily key to understanding the sentences or the

passage were retained on the vocabulary tests.

Dependent Measures
Three dependent measures were used: a receptive vocabulary checklist (RVC), a productive

vocabulary definition selection test (PVDS), and a reading comprehension test.

3.5.1 Receptive Vocabulary Checklist Test

At each of the three test administrations, the receptive vocabulary checklist test (RVC) in
Appendix 11 was the first test. The RVC is a reduced version of the pilot checklist in Table
3.4. In the experiment however, the RVC was not used to estimate the percentage of
unknown words in the text. Instead, the RVC was used as a pre and post-test for known

items to measure receptive vocabulary gains from reading.

The RVC contains a total of 50 items and requires only that students indicate whether or not
they know the lexical item. The RVC utilizes 20 difficult lexical items from the pilot
checklist selected by 70% of the students as unknown and 20 imaginary words to provide a
correction for students over claiming known words. Ten easy words that none of the
students selected as unknown in the pilot were included so that students were not made
uncomfortable by possibly having to select all the words as unknown. Easy words were not
counted when scoring the RVC and did not have the same meanings as the target difficult
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vocabulary words. Table 3.7 shows the different types of RVC items in the order that they

appear on the test.

In section 2.7, what a word looks like and what meaning a word form signals are considered
part of the receptive knowledge of a word. Checklist tests are sensitive to partial knowledge
because students mark words as known even if they only partially understand the words
(Anderson and Freebody, 1983 in Nagy, Herman and Anderson, 1985). Because the
checklist test measures very minimal types of vocabulary knowledge, it was chosen in
preference to a multiple choice receptive vocabulary test that may require more precise

knowledge.

Table 3.7 Items on Receptive Vocabulary Checklist Test

abrivator bloss “boot camp” cluster constraints creative customers dinated docility education equivalent exam
experienced follow glinder gulate heam independent instined intensity julique leeway malleable minurite
moldarian “multiple-choice” nud omnipresent procedures pindle rationalized recund remedial revictive
science servate skilled sleem snickle spontaneity strive submissive tailors technology tenure “time-
consuming” tomby tripter tyranny undiration

Color code: black = imaginary item, red = difficult item, blue = easy item (not counted for scoing)

The grammatical forms of difficult words as they were used in the text were: 11 nouns 55%,
7 adjectives 36%, 2 verbs 10%. Easy words were included in roughly the same proportions:
5 nouns 50%, 4 adjectives 40%, 1 verb 10%. Grammatical categories can not be assigned to
the imaginary words. However, pilot versions of “heamly” and “blossly” were changed to
“heam” and “bloss” because the ly ending suggests adverbs which were not included in the

difficult target vocabulary words.

Scores for the difficult lexical items and imaginary words were calculated with the formula
P(k) = P(h) — P(fa)/1 — P(fa). Maera and Buxton explain,

This formula derives directly from stimulus detection theory studies, P(h) (i.e., the probability of
making a ‘hit”) in our study is the proportion of real words that the testee recognizes (RY ); P(fa) (i.e.
the probability of a “false alarm’) is the proportion of imaginary words the testee claims to know (1Y).
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The formula adjusts the RY score downwards if the 1Y is large. P(k) in signal detection theory
represents the likelihood of a real target actually being acknowledged; in our study it indicates how
many of the target words the testee can be deemed to know. (Maera and Buxton, 1987:147)

The maximum possible score for known words is 20.

3.5.2 Productive Vocabulary Definition Selection Test
At each of the three test administrations, the productive vocabulary definition selection test
(PVDS) in Appendix IV was the second test. The PVDS utilizes the same test form as the
Receptive Vocabulary Checklist (RVC) with the addition of a list of Japanese translations
for the 20 difficult words. Each translation was selected to conform as closely as possible to
the meaning sense used in the original text. Students wrote the number of the English word

next to the Japanese word that had the same meaning.

The test requires starting from a Japanese meaning and selecting the correct English form
from the list of 50 items on the checklist, which corresponds to the productive knowledge
of what word form can be used to express a particular meaning cited in section 2.7. Laufer
and Goldstein consider multiple choice items that begin with an L1 meaning and require the
selection of an appropriate L2 form to be tests of “Active Recognition” while items that
require the testee to supply an L2 form for an L1 meaning are considered “Active Recall”
(2004: 406) where the term active is equivalent to the term productive as it is used in this
paper. The PVDS could have been made more clearly a measure of productive ability by
only supplying the Japanese translations and requiring testees to supply the English form
but this would have required recall. The PVDS relies on recognition, which is easier than
recall and thereby increases the likelihood of observing small amounts of productive
vocabulary learning. This format also avoids the difficulties of writing multiple choice
distractors. So that the items are as independent of each other as possible and to discourage
process of elimination guessing, the test instructions falsely state that some of the English
words may have the same meaning and that answers may be used more than once. Each

correctly answered question was given one point for a maximum of 20 points.
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3.5.3 True/False Comprehension Test
The comprehension test was administered after the RVC and PVDS on the day that the
students read the text. The comprehension test consists of 28 statements about the text
translated into Japanese to generate items to be marked by the subjects as true or false. For
example item number two, “According to the article, students have many choices in the
types of course they can take” was translated to FRHIZK 5 &, FAICITREA e — R
DEIRHN BV £9°. The items were presented in subjects’ L1 to ensure that the
comprehension being measured was comprehension of the passage and not the
comprehension of the test questions/input (Bachman, 1990: 127-8). An additional concern
was that the comprehension questions should not exclusively target vocabulary items but
should measure a broader type of comprehension. Comprehension questions can simply be
vocabulary questions with context (Read, 2000: 10). The questions in the present
comprehension test provide a proposition that includes the meaning of the difficult
vocabulary without necessarily focusing on the meaning of the difficult vocabulary.

Referring to dictionaries or the text while taking the comprehension tests was not permitted.
Parts of the text may have been understood at the moment of reading but not retained long
enough to answer test questions. Thus, the reading construct being tested is actually
comprehension plus short-term recall. Consideration was given to allowing access to the
text while answering the questions but this might have substantially impacted the reading
by transforming the task from reading for overall meaning into a search for isolated bits of

information.

A pilot version of the test with 37 students from another instructor’s class with students in
the same TOEFL range was conducted in which the test was taken without reading the text
passage to examine the effect of guessing skills and background knowledge. To the
maximum extent possible, the comprehension test should only measure comprehension and
not other unwanted variables such as testwiseness (Bachman, 1990: 114) and background
knowledge (ibid.: 273-4). The average was 14.89 which is very close to the midpoint of
hypothetical population score of 14 that would be expected for random guessing on a 28
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item true-false test. A one-sample t-test indicated that 14.89 was just barely significant at an
alpha level of .05. However, there were 9 questions where 25 or more students chose the
correct answer and 5 items where 12 or less students chose the correct answer. In both of
these cases, the t-test result was significant and suggested that half of the test items were
either positively or negatively affected by background knowledge (See Appendix V for
example t-test calculations). In a comprehension test of a non-fiction expository text, it is
extremely difficult to completely eliminate the effects of background knowledge. However,
five of the items that received more than 70% correct responses were rewritten to reduce the
likelihood of ceiling effects that would hamper finding statistically significant differences in

the experiment groups. The final version of the test is in Appendix VI.

Table 3.8 itemizes each question by the target paragraph, whether the area is a main idea or
an example area, and by a subjective impression of the degree of inference required to
answer the question. The categorization by degree of inference is provided primarily to
describe the test characteristics. However, it also permits a more detailed analysis of
responses on comprehension questions should any unusual patterns of response appear. In
Appendix VII, the questions are matched with the targeted text passage.
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Table 3.8 Comprehension Question Characteristics

Q# |T |F |Area Main | Detail | No/ Minor Inference | Pilot

Minimal Inference

Inference
7 X 1 X X 51%
9 X |1 X X 70%*
18 X |1 X X 27%*
15 | X 1 X X N/A
22 X |2 X X 41%
2 X |2 X X 46%
25 | X 3 X X 70%*
27 | X 3 X X N/A
13 | X 3 X X 54%
17 X |3 X X 68%*
24 | X 3 X X 59%
4 X |4 X X N/A
12 | X 4 X X 70%*
23 X |4 X X 65%
28 | X 4 X X N/A
21 | X 4 X X 24%*
20 | X 5 X X 59%
8 X |5 X X 38%
26 X |5 X X 16%*
14 5 X 65%
19 X |5 X X 38%
3 | X 6 X X N/A
5 X |6 X X 24%*
6 X |[Multi | X X 35%
16 X [Multi | X X 57%
11 X |[Multi | X X 51%
10 X [Multi | X X 32%*
1 | X Multi | X X 57%
To |13 |15 18 10 15 6 7
-tal

Abbreviations: Q# Question number, T answer is true, F answer is false, Area shows area of text; numbers
represent the paragraph while multi indicates that the question covers multiple paragraphs. Pilot shows the
percentage of 37 students in a pilot test that correctly answered the question without reading the text. An
asterisk indicates that the percentage is significantly above or below a hypothetical population mean of 50%.
N/A indicates that more than 70% of students correctly answered the pilot version of the question and that the
question was rewritten for the final version of the test. Rewritten questions were not further piloted because of
a lack of additional subjects.

So that no section of the text received a disproportionate number of questions, the

percentage of words in each paragraph was compared to the percentage of the 23 questions
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that targeted particular paragraphs and the results are presented in Table 3.9. There were

also an additional five questions that were general in nature and covered multiple sections.

Table 3.9 Coverage of Text by Comprehension Questions

Paragraph # | # of words | % of words in text | # of Comp Qs % of Comp Q’s
in text section targeting section | targeting section
section

Title + 1 141 21% 4 17%

Two 45 7% 2 9%

Three 137 21% 5 22%

Four 173 26% 5 22%

Five 101 15% 5 22%

Six 66 10% 2 9%

Total 663 23

One point was awarded for each correct answer for a maximum possible score of 28.
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Results and Statistical Significance
Table 4.1 lists the average scores of all groups on the RVC and PVDS vocabulary measures
at each administration, the average scores of all groups on the comprehension test and the

average time taken to read the text for each group.

On the RVC and PVDS immediate post-tests and two-week post-tests, the ranks of the
group mean scores from highest to lowest were: electronic dictionaries (ED) > printed
dictionaries (PD) > no dictionaries (ND)> no text and no dictionaries (NTND). On the RVC
and PVDS two-week pre-tests, there was very little difference between the respective test
scores of the different groups. Over time, the ED, PD, and ND groups all had increases on
both the RVC and PVDS from the two-week pre-test to the immediate post-test and
decreases from the immediate post-test to the two-week post-test. The RVC and PVDS two-
week post-test scores for the ED, PD, and ND groups were all higher than their respective
two-week pre-test scores. The NTND group experienced a small increase in scores each
time it retook the RVC. However, on the PVDS the NTND scores increased from the pre-
test to the immediate post-test but did not change from the immediate post-test to the two-
week post-test.

On the comprehension tests, the ranks of the group mean scores from highest to lowest
were: ED>ND>PD>NTND.

In regard to reading times, the PD group took the most time to read the text followed by the
ED group and ND group.

To address the research questions, the next section examines the statistical significance of

the results.
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4.1

Table 4.1 Overview of Results

n RVC | PVDS |RVC |PVDS |Comp | Reading | RVC PVDS

Pre |Pre Post Post Post Time Delayed | Delayed
(minutes) | Post Post
ED |53 |191 |4.43 11.60 |7.75 16.40 |30 6.74 6.02
PD |49 [149 |3.90 9.53 5.82 15.16 |33 5.16 4.73
ND |48 |1.79 |4.125 |4.33 4.58 1531 |18 4.33 4.50
NT |24 |204 |4.13 3.125 |4.54 14.08 | N/A 4.125 4.54

ND

Abbreviations: ED = Electronic Dictionary Group, PD = Printed Dictionary Group, ND = No dictionary
Group, NTND = No Text No Dictionary Group, n = number of participants in group, RVC = Receptive
Vocabulary Checklist, PVDS = Productive Vocabulary Definition Selection Test, Comp = Comprehension
Test, Pre = Two-Week Pre-test, Post = Immediate Post-experiment test, Delayed Post = Two-Week Post-test,
N/A = not applicable (NTND group did not read text)

Statistical Significance of RVC and PVDS Vocabulary Measures

The first research question is whether there are significant differences in pre and post-
reading receptive and productive vocabulary measures between the exposure to text only,
exposure to text and PD, exposure to text and ED, and no exposure to text or dictionary
groups. Using ANOVA this section first examines the RVC and then the PVDS test scores
of different groups during the same test administrations and each individual group’s scores
over time. Six one way analysis of variance (ANOVA) calculations were used to compare
the RVC and PVDS scores of different groups at each test administration. Eight ANOVA
calculations were done to determine significant differences on the RVC and PVDS scores
over time for each group. ANOVA calculations were done with Excel with manual
calculation of the Scheffe tests. The alpha level for all ANOVA calculations was set at .05.
While the calculation of multiple one way ANOVA increases the likelihood that one or
more of the probability based calculations will be in error, 1 did not have access to superior
statistical software that would have permitted more sophisticated statistical procedures such
as MANOVA. Although ANOVA is not ideal, it is adequate for the purposes of this
experiment. Table 4.2 is an excerpt of Table 4.1 showing only the RVC scores for ease of

reference.
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Table 4.2 Overview of RVC Results

Group |RVC |RVC RVC
Pre Post Delayed Post
ED 1.91 11.60 6.74
PD 1.49 9.53 5.16
ND 1.79 4.33 4.33
NTND | 2.04 3.125 4.125

On the RVC two-week pre-test, an ANOVA analysis did not reveal any significant
differences F(3,170) = .593, p = .62) between the ED, PD, ND, and NDNT groups.

Of primary interest for answering the first research question with regard to the RVC is a
comparison of the immediate post-test scores for each group. The ANOVA yielded
F(3,170) = 33.615, p < .05) indicating that there was a significant difference among the four
groups on the immediate post-test RVC. To determine which groups had significantly
different scores, Post Hoc Scheffe tests for each pair were calculated and are reported in
Table 4.3. The alpha level for all Scheffe tests in this study is .05 so in all instances where
significance is indicated, p is less than .05. The Scheffe tests show that on the immediate
post-test RVC scores there was no significant difference between the ED and PD groups,
but that the ED group’s score was significantly higher than the ND and the NTND scores.
The PD group was also significantly higher than the ND and NTND groups. There was

however no significant difference between the ND and NTND groups.

Table 4.3 Scheffe Test Values: RVC Immediate Post-test of All Groups

Immediate ED RVC PD RVC ND RVC NTND RVC
post-test

ED RVC N/A 1.83 *22.22 *19.81

PD RVC X N/A *10.93 *11.03

ND RVC X X N/A .39

NTND RVC | X X X N/A

* = Significant Result

The next aspect of the first research question is how each group performed relative to the
other groups on the RVC two-week post-test. The ANOVA vyielded F(3,170) = 4.465, p

< .05) indicating that there was a significant difference among the four groups on the two-
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week post-test RVC. Post Hoc Scheffe tests are reported in Table 4.4. The Scheffe tests
indicated that on the two-week post-test RVC scores there was no significant difference
between the ED and PD groups, but that the ED group’s score was significantly higher than
the ND and the NTND scores. There were no significant differences between any of the
other group pairs.

Table 4.4 Scheffe Test Values: RVC Two-Week Post-test of All Groups

Two-week ED RVC PD RVC ND RVC NTND RVC
post-test

ED RVC N/A 1.49 *3.45 *2.67

PD RVC X N/A 40 41

ND RVC X X N/A .02

NTND RVC | X X X N/A

* = Significant Result

The final set of ANOVA and Scheffe tests on the RVC check for significant changes in
scores over time for each group. These are reported in Table 4.5. The Post Hoc Scheffe Test

pairings are reported in the last three columns of the table.

The ANOVA comparison of the ED group’s two-week pre-test, immediate post-test and
two-week post-test RVC scores indicated that there was a significant difference F(2,156) =
74.386, p<.05) in scores among the three testings. The Scheffe tests indicated a significant
increase from the pre-test to the immediate post-test, a significant decrease from the
immediate post-test to the two-week post-test but still showed a significant increase from

the two-week pre-test to the two-week post-test.

The ANOVA comparison of the PD group’s two-week pre-test, immediate post-test and
two-week post-test RVC scores was significant F(2,144) = 53.399, p<.05). The Scheffe
tests indicated a significant increase from the pre-test to the immediate post-test, a
significant decrease from the immediate post-test to the two-week post-test but still showed

a significant increase from the two-week pre-test to the two-week post-test.
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The ANOVA comparison of the ND group’s two-week pre-test, immediate post-test and
two-week post-test RVC scores was significant F(2,141) = 12.659, p<.05). The Scheffe

tests indicated a significant increase from the pre-test to the immediate post-test, no

significant change from the immediate post-test to the two-week post-test and a significant

increase between the two-week pre-test and two-week post-test scores.

The ANOVA comparison of the NTND group’s two-week pre-test, immediate post-test and
two-week post-test RVC scores was significant F(2,69) = 3.538, p<.05). Scheffe tests

indicated no significant change from the pre-test to the immediate post-test, or from the

immediate post-test to the two-week post-test but showed a significant increase between

two-week pre-test and two-week post-test scores.

Table 4.5 RVC Over Time of ED, PD, ND and NTND Groups: ANOVA and Scheffe

Test Values
Degrees of | ANOVA | Critical | Two-week | Immediate | Two Week
Freedom | Value of F | Value of | Pre-test Post-test Pre-test
Fatp Versus Versus Versus Two
=.05 Immediate | Two Week | Week Post-
Post-test Post-test | Test
ED (2,156) *74.386 3.054 *74.38 *18.74 *18.45
PD (2,144) *53.399 3.059 *53.26 *15.71 *11.12
ND (2,141) *12.659 3.060 *9.50 0 *9.50
NTND (2,69) *3.538 3.130 .956 815 *3.535

* = Significant Result

The remainder of this section reports the ANOVA results for the PVDS. Table 4.6 is an

excerpt of Table 4.1 showing only the PVDS scores.

Table 4.6 Overview of PVDS Results

Group | PVDS | PVDS | PVDS
Pre Post Delayed Post
ED 4.43 7.75 6.02
PD 3.90 5.82 4.73
ND 4,125 |4.58 4.50
NTND | 4.13 4.54 4.54
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On the PVDS two-week pre-test, an ANOVA analysis did not reveal any significant
differences F(3,170) = .755, p = .52) between the ED, PD, ND, and NDNT groups.

A comparison of the immediate post-test scores for each group is of primary interest for
answering the first research question with regard to the PVDS. The ANOVA yielded
F(3,170) = 14.587, p<.05) indicating that there was a significant difference among the four
groups. Post Hoc Scheffe tests are reported in Table 4.7. The ED group’s scores were
significantly higher than the PD, ND and NTND scores. The PD group’s scores were not
significantly higher than the ND and NTND scores. There was also no significant difference
between the ND and NTND groups.

Table 4.7 Scheffe Test Values: PVDS Immediate Post-test of All Groups

Immediate post- | ED PVDS | PD PVDS ND PVDS NTND PVDS
test

ED PVDS N/A *4.50 *11.92 *8.02

PD PVDS X N/A 1.73 1.20

ND PVDS X X N/A .03

NTND PVDS X X X N/A

* = Significant Result

Another important aspect of the first research question is how each group performed
relative to the other groups on the PVDS two-week post-test. The ANOVA yielded
F(3,170) = 4.626, p<.05) indicating that there was a significant difference among the four
groups. Post Hoc Scheffe tests reported in Table 4.8 show that there was no significant
difference between the ED and PD groups, but that the ED group’s score was significantly
higher than the ND group’s score. There were no significant differences between any of the
other group pairs.
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Table 4.8 Scheffe Test Values: PVDS Two-Week Post-test of All Groups

Two-week post- | ED PVDS PD PVDS ND PVDS NTND PVDS
test

ED PVDS N/A 2.58 *3.57 2.21

PD PVDS X N/A .08 .04

ND PVDS X X N/A .002

NTND PVDS X X X N/A

* = Significant Result

The final set of ANOVA and Scheffe tests on the PVDS check for significant changes in
scores over time for each group. These are reported in Table 4.9. The Post Hoc Scheffe Test

pairings are reported in the last three columns of the table.

The ANOVA comparison of the ED group’s two-week pre-test, immediate post-test and
two-week post-test PVDS scores indicated a significant difference F(2,156) = 20.296,
p<.05) in scores among the three testings. The Scheffe tests showed a significant increase
from the pre-test to the immediate post-test, a significant decrease from the immediate post-
test to the two-week post-test but still showed a significant increase from the two-week pre-
test to the two-week post-test.

The ANOVA comparison of the PD group’s two-week pre-test, immediate post-test and
two-week post-test PVDS scores was significant F(2,144) = 8.18, p<.05) . The Scheffe tests
indicated a significant increase from the pre-test to the immediate post-test. Scores
decreased from the immediate post-test to the two-week-post test but the decrease was not
significant. There was a slight increase from the two-week pre-test to the two-week post-

test but the increase was not significant.

The ANOVA comparison of the ND group’s two-week pre-test, immediate post-test and
two-week post-test PVDS scores showed no significant difference F(2,141) = .646, p = .53)
in scores among the three testings.

The ANOVA comparison of the NTND group’s two-week pre-test, immediate post-test and
two-week post-test PVDS scores was not significant F(2,69) = .692, p = .50).
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Table 4.9 PVDS Over Time of ED, PD, ND and NTND Groups: ANOVA and Scheffe

Test Values
Degrees | ANOVA | Critical Two week | Immediate | Two Week
of Value of | Value of Pre-test Post-test Pre-test
Freedom | F F,p=.05 | Versus Versus Versus
Immediate | Two Week | Two Week
Post-test Post-test Post-Test
ED (2,156) |*20.296 | 3.054 *20.30 *5.55 *4.62
PD (2,144) |*8.186 3.059 *8.14 2.59 1.55
ND (2,141) |.646 3.060 N/A N/A N/A
NTND | (2,69) .692 3.130 N/A N/A N/A

* = Significant Result

4.2 Statistical Significance of Comprehension Scores
The second research question is whether there are there significant differences in reading
comprehension scores between the exposure to text only, exposure to text and PD, exposure
to text and ED and no exposure to text or dictionary groups. Table 4.10 is an excerpt of

Table 4.1 showing only the comprehension test scores.

Table 4.10 Comprehension Test Scores

Group | Comp
Post
ED 16.40
PD 15.16
ND 15.31
NTND | 14.08

The ANOVA comparison of the comprehension scores of the ED, PD, ND and NDNT
groups yielded F(3,170) = 3.022, p<.05) indicating that there was a significant difference
among the four groups. The Scheffe tests reported in Table 4.11 indicate that the ED group
was significantly higher than the NTND group. However, there were no significant

differences between any of the other group pairings.
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Table 4.11 Scheffe Test Values: Comprehension Test of All Groups

ED Comp PD Comp ND Comp NTND Comp
ED Comp N/A 1.20 0.92 *2.75
PD Comp X N/A 0.02 0.58
ND Comp X X N/A 0.75
NTND Comp | X X X N/A

* = Significant Result

4.3 Statistical Significance of Reading Time Scores
The third research question is whether there are there significant differences in the time
taken to read the text between the exposure to text only, exposure to text and PD, and
exposure to text and ED groups. Table 4.12 is an excerpt of Table 4.1 showing only the

reading times of each group.

Table 4.12 Reading Time

Group Reading Time
(minutes)

ED 30

PD 33

ND 18

NTND | N/A

The ANOVA comparison of the reading times of the ED, PD, and ND groups yielded
F(2,147) = 51.060, p<.05) indicating that there was a significant difference in reading times
among the three groups. The Scheffe tests reported in Table 4.13 show that there was no
significant difference between ED and PD group reading times but that both the ED and PD
groups spent significantly more time reading than the ND group.

Table 4.13 Scheffe Test Values: Reading Times of ED, PD, and ND Groups

ED Reading Time

PD Reading Time

ND Reading Time

ED Reading Time | N/A 1.61 *31.03
PD Reading Time | X N/A *44.97
ND Reading Time | X X N/A

* = Significant Result
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5.1

Discussion: Effects of Dictionary Use on Vocabulary Learning, Comprehension and
Reading Time

Effects of Dictionary Use on Vocabulary Learning

The first issue is whether the subjects learned targeted vocabulary as the result of reading
the text. The ND group’s scores on both the immediate post-test and two-week post-test
showed no significant differences with the NTND group on either the RVC or the PVDS.
This suggests that reading the text without dictionaries did not result in improved
recognition or partial knowledge of the targeted vocabulary. This finding does not
contradict Nagy, Herman, and Anderson (1985), Nagy, Anderson, and Herman (1987), or
Nagy (1997) that showed that students can learn vocabulary from context but confirms that
for vocabulary learning to take place from reading that the texts used are of central
importance. The text used in the experiment was probably too difficult for the subjects and
likely contained too many unknown words for the students to make enough sense of the text
for learning from context to take place (Bensoussan, Sim, and Weiss, 1984, Hu Hsueh-chao
and Nation, 2000).

In contrast, both the ED (11.60) and PD (9.53) groups scored significantly higher than both
the ND (4.33) and NTND (3.125) groups on the RVC immediate post-test. This finding
suggests that dictionary use while reading the text contributed more to improved
recognition and partial receptive knowledge of the targeted vocabulary than reading the text
without a dictionary. However, these gains proved highly perishable. Both the ED and PD
groups experienced significant declines from the immediate post-test (11.60, 9.53) to the
two-week post-test (6.74, 5.16).

On the PVDS immediate post-test, the ED group (7.75) scored significantly higher than
both the ND (4.58) and NTND (4.54) groups. This finding suggests that electronic
dictionary use contributed more to a limited productive knowledge of the targeted
vocabulary than reading the text without a dictionary. As was the case with the RVC, the

ED group’s PVDS score declined significantly from the immediate post-test (7.75) to the
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two-week post-test (6.02). On the other hand, the PD group’s PVDS scores at the
immediate post-test and at the two-week post-test (5.82, 4.73) were not significantly
different from either the ND (4.58, 4.50) or NDNT (4.54, 4.54) groups. Thus reading the
text with a printed dictionary does not appear to have contributed more to productive
knowledge of the targeted vocabulary than reading the text without a dictionary. To the
extent that dictionary use sometimes resulted in more vocabulary knowledge than reading
the text without a dictionary, the findings tend to be consistent with Knight’s (1994) and
Luppescu and Day’s (1993) studies.

The next issue of interest is which type of dictionary aided vocabulary learning the most.
On the RVC, comparisons at the immediate post-test and two-week post-test of the ED
scores (11.60, 6.74) with the PD group’s scores (9.53, 5.16) were not significant reflecting
a relatively small difference in scores which on first inspection would seem to suggest that
there was no difference between using electronic or printed dictionaries. However, the mean
scores of the ED group were higher than the PD group’s scores. At the RVC two-week
post-test, the higher score for the ED group (6.74) resulted in a significant difference when
compared to the ND (4.33) and NTND (4.125) groups but the lower score of the PD group
(5.16) resulted in non-significant results suggesting that electronic dictionary use
contributed more to retaining recognition and partial receptive knowledge of the targeted
vocabulary than printed dictionary use. This result runs counter to Stirling’s (2003) and
Koyama and Takeuchi’s (2004a) claim that alphabetical look up procedures promote deeper
processing leading to better retention than the key punch look up of electronic dictionaries.

On the PVDS immediate post-test, the ED group’s score (7.75) was significantly higher
than the PD group’s score (5.82). This finding suggests that electronic dictionaries
contributed more to productive knowledge than printed dictionaries. At the PVDS two-
week post-test, the ED group’s score (6.02) was higher than the PD group’s (4.73) but there
was no significant difference between the scores. However, the slightly higher ED score
resulted in a significant difference between the scores of the ED group (6.02) and the ND
group (4.50) that was not evident between the PD group (4.73) and the ND (4.50) and
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NDNT (4.54) groups at the two-week post-test. Oddly however, the ED group’s score

(6.02) was not significantly different from the NTND group (4.54) at the two-week post-test.
This was the result of the small number of subjects in the NTND group affecting the
calculation. If the NTND group had had a larger number of subjects with the same average
score (4.54), the result would have been significant. Consequently even at the two-week
post-test, it appears that electronic dictionary use contributed more to productive knowledge
of the target vocabulary than printed dictionary use. It is also important to note that of all

the groups, only the ED group had a significant increase from its two-week pre-test to the

two-week post-test PVDS scores.

The fact that electronic dictionary use seems to have resulted in more receptive knowledge
at the two-week post-test and more productive vocabulary knowledge at both the immediate
and two-week post-tests than printed dictionary use is a novel finding. For instructors not
familiar with electronic dictionaries this study suggests that electronic dictionaries should
not be regarded with suspicion or as in some way inferior to printed dictionaries. In fact, for
retention of new words electronic dictionaries may actually be superior to printed
dictionaries. Why this would be the case is not immediately apparent. The current
generation electronic dictionaries have large memories that usually contain near mirror
images of the entries found in printed dictionaries. In fact, some electronic dictionaries
simply contain digital versions of particular print dictionaries. One possibility is that regular
use of electronic dictionaries has made students less proficient with printed dictionaries. A
survey of 219 of my EFL university students revealed that 95% own ED and that of ED
owners 97% bring them to class regularly. While 81% own printed English to Japanese
dictionaries, only 3% bring them to class. Another possible reason considered for
differences in the performance between the ED and PD groups was that perhaps the groups
had different ability levels. However, the data from the experiment does not appear to
indicate that there were major differences in the starting knowledge of the target words as
evidenced by the fact that there were no significant differences between groups on the RVC
or PVDS scores on the two-week pre-tests. Additionally, as shown in Table 5.1, there were
no significant differences F(3,170) = 0.901, p = .44) between groups on the Nation 3000
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Test which is a more general indication of vocabulary knowledge within the students’

ability level.

Table 5.1 Group Means on Nation 3000 Test
ED Group n=53 PD Group n=49 ND Group n=47 NTND Group n=24
21.92 20.94 21.33 22.33

One point overlooked during the design stage was that many electronic dictionaries have a
history function that can record words looked up for subsequent access. Use of this function
could have given the ED group an advantage on the two-week post-tests. The only way to
absolutely control for this would be for the researcher to supply the dictionaries. Even so, in
informal conversations with about thirty students none seemed familiar with this function.
One final possibility identified and further investigated in section 5.2 is that an increased

look-up speed in electronic dictionaries results in more vocabulary knowledge.

From a pedagogical perspective, the declines on the vocabulary measures from the
immediate post-test to the two-week post-test are a matter of some concern. The targeted
words were probably not sufficiently common enough to be re-encountered between tests.
While satisfactory for control purposes of the experiment, single encounters with a word are
likely to be forgotten in a relatively short period of time, which argues in favor Nation’s
(2001) position for repetition of newly introduced words in pedagogic materials so that
words looked up have a better chance of being retained.

Another issue of pedagogical interest is whether word focused learning activities are a more
efficient means of learning vocabulary than reading or dictionary use. On the RVC, the
NTND group was able to gain about two (2.085) words from the pre-test to the two-week
post-test. This gain appears to be due to students learning words from translations on the
PVDS test. For instance, in the case of “Multiple-choice”, a sample of 79 pre-tests revealed
that only 41% of the students had checked the item as known but on the PVDS 92% of the
students were able to make a correct match. Even though the meaning of “multiple” was

probably not initially known to most students, they probably knew the meaning of “choice”
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5.2

and used this information to make a match on the PVVDS which resulted in higher pre-test
scores on the PVDS than on the RVC and a small but significant increase of the NTND
group’s RVC scores during the post-tests. This process of learning from the tests could be
considered a type of word focused learning activity. The figures in Table 5.2 assume that
like the NTND group that the other groups gained 2.085 words attributable to learning from
taking the tests and subtracts this from the gains made from the two-week pre-test to the
two-week post-test. Although it was not the intention that the tests serve as a word focused
learning activity, the NTND group’s gain of 2.085 words was superior to the adjusted gains
of groups reading the text without a dictionary or reading the text with printed dictionaries.
This suggests that where the sole concern is vocabulary learning, that activities actually
designed for the purpose of word focused learning are probably more efficient than reading
or dictionary use. The relatively small vocabulary gains from reading in this experiment
also tend to confirm Hill and Laufer’s (2003) argument that L2 learners cannot be expected
to learn vocabulary exclusively through extensive reading. Before students reach a level of
vocabulary knowledge where learning vocabulary through pleasure reading is possible,

word focused activities should be included as an important part of the curriculum.

Table 5.2 RVC Pre-test to Two-Week Post-test Gains Adjusted for Possible Learning

from Tests
ED RVC PD RVC ND RVC NTND RVC
2.745 1.585 0.455 0

Effects of Dictionary Use on Comprehension

On the comprehension measure, the ED group’s scores (16.40) were low but significantly
higher than the scores of students who had not read the text (14.08) suggesting that
electronic dictionaries were only just marginally helpful in aiding comprehension. Because
the students who had read the text either with printed dictionaries (15.16) or without
dictionaries (15.31) did not score significantly better on the Scheffe test than the students
who had not read the text, it would appear that printed dictionaries did not improve
performance on the comprehension test and that both the PD and ND groups on average
may not have understood the text. This finding is consistent with studies such as
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Bensoussan, Sim and Weiss (1984), Koyama and Takeuchi (2004b) and Albus, Thurlow,
Liu, and Bielinski (2005) that have had difficulties establishing that using dictionary usage

consistently improves reading comprehension.

As an alternative to ANOVA and Scheffe test comparisons, the one-sample t-test described
in section 4.6 was used to determine whether the ED, PD, and ND groups were significantly
different from a random guessing population with a score of 14. By plugging the critical
value of t for the NTND into the equation for the one-sample t-test, it was estimated that a
score greater than or equal to 15.1 on the comprehension score would be significant when
compared to a random guessing population score of 14. Using this method, the ED, PD and
ND scores are just barely significantly higher than what would be predicted by random

guessing.

Only examining the mean scores conceals some differences between groups that became
apparent by counting the number of students that were able to achieve scores of 71% or
more (20 or more correct out of 28). The results of this tally are reported in Table 5.3. The
number of students in each group that achieved a satisfactory level of comprehension
suggests that not only electronic dictionaries but also printed dictionaries might be more
helpful in aiding comprehension than inferencing strategies alone which tends to confirm
Knight’s (1994) finding that dictionary usage aids comprehension. With a less difficult text
or with students of a higher ability level, larger differences between the ND and NTND
groups might have also been apparent. Even so, it does not appear that as a general policy
that discouraging the use of dictionaries in favor of contextual guessing is justified since in
some instances dictionary use permits bootstrapping to a level of comprehension not

possible without looking up words.

Table 5.3 Percentage of Students with Adequate Comprehension for All Groups
ED Comp 20 plus | PD Comp 20 plus ND Comp 20 plus | NTND 20 plus
10 (18.9%) 8 (16.3%) 3 (6.25%) 1 (4.17%)
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5.3 Effects of Dictionary Use on Reading Time and Other Findings
There was no significant difference between reading times of the ED and PD groups. There
were however very significant differences between the ED group that took 66% more time
to read than the ND group and the PD group that took 83% more time than the ND group.
The finding that dictionary use resulted in increased reading time is consistent with Knight
(1994) where dictionary use resulted in 42% more time to read the text. While not
significant, printed dictionary users spent 10% more time reading than the electronic
dictionary users. This is similar to Koyama and Takeuchi’s (2004b) finding that printed

dictionary users spent 16% more time reading than electronic dictionary users.

The extra time required to read by the dictionary groups was clearly spent looking up
unknown words. To compare differences between the number of words looked up by the
ED and PD groups, words looked up and circled by students during the reading were tallied
and compared with the independent t test, which was used instead of ANOVA because only
two groups were being compared. The results are reported in Table 5.4. The ED group
looked up significantly more words (11) targeted in the vocabulary tests than the PD group
(8). Interestingly, both groups did not report looking up a substantial proportion of the
targeted unknown words. Because the look up counts relied on student self-reporting, some
students may not have indicated all words looked up. Another possibility however is that
students exercised some type of strategic decision making process when looking up words
(see section 3.4.2). Unfortunately, investigating this involves a complex item by item
analysis, which is not possible within the scope of this paper. When considering all words
looked up, the ED group (26) was again significantly higher than the PD group (19), which
is consistent with Weschler and Pitts (2001) finding that pocket electronic dictionaries
enabled students to look up more words than conventional dictionaries. While the
difference in reading time between the dictionary groups was not significant on the
ANOVA, on the independent t-test the ED group looked up significantly more words per
minute (.86) than the PD group (.58). It is probable that the speed of looking up words with
an electronic dictionary and the resulting increase in the number of words looked up was a

factor in cases where the ED group performed better than the PD group on the experimental
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measures. Additionally, it does not appear that looking up more words interferes with

comprehension. The ED group looked up the most words and had the highest average

comprehension scores.

Given that both the ED and PD groups spent considerably more time reading than the ND

group, it is understandable why some educators might conclude that students overuse

dictionaries. However, because even a small amount of unknown vocabulary may adversely

affect comprehension, it is possible that students “over using” dictionaries is not evidence

of a fault of the students but is in fact evidence that the teacher has misjudged the difficulty

of a text that contains too much unknown vocabulary. By observing the amount of time

students spend using dictionaries while reading, it may be possible to either confirm a

teacher’s intuition about the appropriateness of the text or to detect excessive unknown

vocabulary.

Table 5.4 Comparison of Look ups between ED and PD groups
ED | PD | Degrees of | Critical value | Value of ton
Freedom |oftatp=.05, |independent t-test
two-tailed

Targeted words looked 11 |8 |100 1.98 *3.29
up
(maximum 20 possible)
All words looked up 26 |19 |100 1.98 *2.76
(Approximately 298
Types possible: plurals,
conjugations of verbs,
and closely related words
treated as one type)
Number of all words .86 | .58 | 100 1.98 *4.36

looked up per minute

* = Significant Result
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Conclusion

The results of this experiment tend to support Knight’s (1994) finding that dictionary usage
while reading results in more vocabulary gains and improved comprehension than reading
without a dictionary. Both electronic and printed dictionary users had significantly higher
scores than students that read without dictionaries on the receptive vocabulary measure on
the immediate post-test. Additionally, electronic dictionary users were able to achieve
significantly higher scores than students that did not use dictionaries on the receptive
measure at the two-week post-test and on the productive vocabulary measure at both the
immediate and two-week post-tests. On the comprehension measure both printed and
electronic dictionaries resulted in a larger percentage of students achieving 70% or more
correct than students that read the text without dictionaries.

Students using electronic dictionaries had the highest scores on all post-reading measures.
Electronic dictionary users scored significantly higher than printed dictionary users on the
immediate post-test productive measure. On the two-week post-tests for both the receptive
and productive measures, direct comparison of the ED and PD groups was not significant
but the higher scores of the ED group were significant when compared with the students in
the ND and or NTND groups whereas the PD group’s scores were not significantly different
than the ND and NTND scores. According to the ANOVA analysis on the comprehension
test, only the electronic dictionary group’s score was significantly higher than the group
that did not read the text or use dictionaries. Thus, it appears that electronic dictionary
usage aids vocabulary learning and comprehension more than printed dictionaries. Possibly,
this is a consequence of electronic dictionary users looking up significantly more words

than printed dictionary users.

However, because of the difficulty of the text and the presence of a considerable amount of
unknown vocabulary, the gains on the vocabulary measures and the comprehension text
were small and came at the expense of dictionary users spending considerably more time on
the reading task. The text in this experiment was so difficult that the vocabulary scores and

comprehension scores of students reading without dictionaries were on the whole almost
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the same as students that had not read the texts. With an easier text or higher level students,
it is likely that all groups would have performed better on the vocabulary and
comprehension measures and that dictionary users would have spent less time looking up
words. Even so, by extrapolating the results of this study, it appears probable that dictionary
users would still have an advantage over students reading without dictionaries and that
electronic dictionaries might be more helpful than printed dictionaries. To confirm this
there is still, however, a need to repeat a similar experiment with a text more suited to the
level of the subjects and modifications to weak points in the design, procedures and

materials.
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Appendix | Article and Reading Instructions to Students
Name: Student Number:

Please read and make your best attempt to understand the meaning of the article. After you finish
reading, you will be tested on your reading comprehension. If you are using a dictionary, you
may use your dictionary while reading but not during the tests. Please underline or circle any
words in the text that you look up in a dictionary. When you finish reading, raise your hand. The
teacher will collect your article and give you the first test.

ROFLFZHATFIV, SO OHMENIDOT A e LET, FEEOMM 27
SNIEANFRFZHL L ST L TOHENEEART A PIIMEAERERT A, £,
FEE 2N LTCB BTN HEEICOUT T A DT TSV, @ik oo bFa
EFTFSW, ZHEIATLHELRBELL, RADOT A bz LET,

Education: Learning to be docile

Universities have developed a variety of nonhuman technologies to exert control over the process
of education. For instance, professors must follow certain rules and regulations. Class periods are
set by the university and determine when classes must end. Students leave at the assigned time no
matter where the professor happens to be in the lecture. So, too, because the university requires
grading, the professor must test students. In some universities, final grades must be submitted
within forty eight-hours of the final exam, which may force professors to employ computer-
graded multiple-choice exams. Required evaluations by students may force professors to teach in
a way that will lead to high ratings. The publishing demands of the tenure and promotion system
may force professors to devote far less time to their teaching than they, and their students, would
like.

Of course, students are even more controlled than professors by the university system. For
example, besides the constraints already mentioned, universities often give students little leeway
in the courses they may take. The courses themselves, often highly structured, force students to
perform in specific ways.

Control over the university’s “customers”—that is the students—actually begins long before they
enter university. Grade schools in particular have developed many technologies to control
students. Many schools strive, right from the start, to have students conform to their rules.
Kindergarten has been described as educational “boot camp.” Those who conform to the rules are
thought of as good students, while those who don’t are labeled bad students. Thus, as a general
rule, the students who end up in college are the ones who have successfully submitted to the
control mechanisms. Students are taught not only to obey authority, but also to embrace the
rationalized procedures of rote learning and objective testing. More important, spontaneity and
creativity tend not to be rewarded, and may even be discouraged, leading to what one expert calls
“education for docility.”
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The clock and the lesson plan also exert control over students, especially in grade school and
high school. Because of the “tyranny of the clock,” a class must last until, and end at, the sound
of the bell, even though learning does not often conform to the clock. Thus, even if students are
just about to comprehend something, the lesson must end and the class must move on to
something else. Because of the “tyranny of the lesson plan,” a class must focus on what the plan
requires for the day, no matter what the class (and perhaps the teacher) may find interesting.
There is the example of a teacher “who sees a cluster of excited children examining a turtle with
enormous fascination and intensity. Now children, put away the turtle, the teacher insists. We’re
going to have our science lesson. The lesson is on crabs.” Overall, the emphasis tends to be on
producing submissive, malleable students; creative, independent students are often, from the
educational system’s point of view, “messy, expensive, and time-consuming.”

An even more extreme version of this emphasis appears in the child-care equivalent of the fast-
food restaurant, Kinder-care. Kinder-care tends to hire short-term employees with little or no
training in child care. What these employees do in the “classroom” is largely determined by an
instruction book with a ready-made curriculum. Staff members open the manual to find activities
spelled out in detail for each day. Clearly, a skilled, experienced, and creative teacher is not the
kind of person “McChild” care centers seek to hire. Rather, relatively untrained employees are
more easily controlled by the nonhuman technology of the omnipresent “instruction book.”

Another example of this is the franchised Sylvan Learning Center, labeled the “MacDonald’s of
education.” Sylvan learning centers are after-school centers for remedial education. The
corporation “trains staff and tailors a McDonald’s type uniformity, down to the U-shaped tables
at which instructors work with their charges.” Through its training methods, rules, and
technologies, for-profit systems like the Sylvan Learning Center exert great control over their
“teachers.”

Notes: (students did not receive this information)

The McDonaldization of Society revised edition George Ritzer 1996 Pine Forge Press Thousand
Oaks California USA pp106-7

Words 663

Characters excluding spaces 3610

Characters/word: 5.4
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Appendix Il Visual Representation of Location of Unknown Vocabulary, Main Idea and
Detail Sentences in Text

Words indicated in red were chosen by at least one student in the pilot group of ten as unknown.
The number of students that claimed the word as unknown is indicated by the number to the right
of the word and is further coded by type size coded as follows: 1 unknown = 10 pt., 2-3 unknown
=12 pt, 4-6 unknown = 14 pt., 7-10 unknown = 16 pt.

Main ideas: general statements, main arguments, conclusions and the title are indicated by italics.
Detail sentences containing mainly illustrative examples are left in non-italic text.

Education: Learning to be docile8

Universities have developed a variety of nonhumanl technologies to eXerto control over the process of education.
For instance3, professors must follow certain rules and regulations3. Class periods are set by the university and

determine when classes must end. Students leave at the assigned?2 time no matter where the professor happens to
be in the lecturel. So, too, because the university requires grading,1 the professor must test students. In some

universities, final grades must be submitted4 within forty eight-hours of the final exam, which may force
professors to employ computer-graded3 multiple-choice9 exams. Required evaluations5s by
students may force professors to teach in a way that will lead to high ratingsS. The publishing demands2 of the
tenure9 and promotion1 system may force professors to devote? far less time to their teaching than they, and
their students, would like.

Of course, students are even more controlled than professors by the university system. For example, besides the
constraints7 already mentioned1, universities often give students little Ieewale in the courses they may
take. The courses themselves, often highly structured5, force students to perform in specific2 ways.

Control over the university’s ““customers—that is the students—actuallyl begins long before they enter university.
Grade schools2 in particular3 have developed many technologies to control students. Many schools strives,
right from the start, to have students conforma3 to their rules. Kindergartens has been described1 as
educational “000t camp.7" Those who conforma3 to the rules are thought of as good students, while those
who don’t are labeled4 bad students. ThUS5, as a general rule, the students who end UPG in college are the
ones who have successfully SUbmMitted4 to the control mechanisms4. Students are taught not only to
obey4 authority6, but also to embrace6 the rationalized10 procedures9 of rote5
learning and Objective? testing. More important, Spontaneitylo and creativity tend1 not to be
rewarded6, and may even be discourageds3, leading to what one expert1 calls “education for

docility10.~

The clock and the lesson plan also EXerto control over students, especially in grade school and high school.
Because of the “TyranNy 10 of the clock,” a class must last until, and end at, the sound of the bell, even though
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learning does not often CONTOIrmM3 to the clock. ThUS5, even if students are just about to comprehend something,

the lesson must end and the class must move on to something else. Because of the “£Y/ranNNy 10 of the lesson
plan,” a class must focus2 on what the plan requires for the day, no matterl what the class (and perhaps the teacher)

may find interesting. There is the example of a teacher “who sees a cluster7 of excited children examiningl a
wrtlel with ©NOrMouUs? fascination5 and intensity9. Now children, put away the turtle, the teacher
insists1. We’re going to have our science lesson. The lesson is on Crabs4.” Overall4, the emphasisb tends1
to be on producing SmeiSSiVGS, malleablel10 students; creative, independent students are often, from
the educational system’s point of view1, “MeSSY5, expensive, and ti me-consuming8."

An even more extreme3 version of this eMPNasisS appears in the child-carel equ ivalent10 of the fast-
food restaurant, Kinder-care. Kinder-care tends1 to hirel short-term1 employeesl with little or no training in child

carel. What these employees1 do in the “classroom” is largely determinedl by an instructionl book with a ready-
made6 curriculum3. Staff members open the manual to find activities spelled out5 in detaill for each day.

Clearly, a skilled, experienced, and creative teacher is not the kind of person “McChild6~ care centers seek to
hirel. Rather, relativelyl untrained2 employees1 are more easily controlled by the nonhuman1 technology of the

omnipresent10 “instruction1 book.”

Another example of this is the franchised6 Sylvan5 Learning Center, labeled4 the “MacDonald’s of
education.” SYIVan5 learning centers are after-school centers for FeMedial9 education. The corporation1

“trains1 staff and tallOrS7 a McDonald’s type uniformity3, down to the U-shapeds6 tables at which instructors
work with their charges1.” Through its training methods1, rules, and technologies, fOf-pl’OfitG systems like the
Sylvan5 Learning Center EXEItO great control over their “teachers.”
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Appendix 11 Receptive Vocabulary Checklist Test Form (RVC)
For each item number:

Mark Bubble [1] for a word that you KNOW
Mark Bubble [2] for a word that you DO NOT KNOW

WOIHEFETH > TWVWDHHDIZIE (1) ( 520 Hoicix (2) 2~—27 v— MZH
TR0,

1. abrivator 2. bloss 3. “boot camp” 4. cluster 5. constraints

6. creative 7. customers 8. dinated 9. docility 10. education

11. equivalent 12.exam 13. experienced 14. follow 15. glinder

16. gulate 17. heam 18.independent 19. instined 20. intensity

21. julique 22.leeway 23.malleable 24.minurite 25. moldarian

26. “multiple-choice” 27. nud 28..omnipresent 29. procedures 30. pindle
31. rationalized 32..recund 33.remedial 34.revictive 35. science

36. servate 37. skilled 38. sleem 39. snickle 40. spontaneity

41. strive 42. .submissive 43. tailors 44. technology 45. tenure

46. “time-consuming” 47. tomby 48. tripter 49. tyranny 50. undiration

When you finish this part of the test, please raise your hand so that you can receive the next part
of the test.
TARBKEDSTELFE LT TSN, ROTANEELET,
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Appendix IV Productive Vocabulary Definition Selection Test (PVDS)
Name: ID number:

Choose and write the number of the English word next to the Japanese word that has the same
meaning. The English words have been alphabetized to make them easier to find. Some of the
English words may have the same meaning so you may choose the same answer more than once
but may only have one answer for each test item. When you finish this part of the test, please
raise your hand so that you can receive the next part of the test.

KD 1~20 DEFEDF W Z 1~50 DFEHGEN LRV, TOFFEZILA LRIV,
JEHFRIXT V7 7 Xy MEIZIEATHWES, RCEKROEFELH LG LARWD T,
FLEZESTHEWNDD, BEXILLOTETEI SV, TA ML bF % RiIFT
TEEW, ROTANEELET,

1 Fe 28N+ 5 SWIEST D AEmEM
535 T3 6 BIEICE 7 GREE

SH/M_  9FMIN»AS_ 10MIB_ 1 1RHERZRN_
1 2 JEHi 1 37EER 14NNz

1 5 /M7 1 6 [F)% 1 7HiED 1 8 S Al e i

1 98N 2 0 iR

1. abrivator 2. bloss 3. “boot camp” 4. cluster 5. constraints

6. creative 7. customers 8. dinated 9. docility 10. education

11. equivalent 12.exam 13. experienced 14. follow 15. glinder

16. gulate 17. heam 18. independent 19. instined 20. intensity

21. julique 22.leeway 23.malleable 24.minurite 25. moldarian

26. “multiple-choice” 27.nud 28. omnipresent 29. procedures 30. pindle
31. rationalized 32.recund 33.remedial 34.revictive 35. science

36. servate 37. skilled 38. sleem 39. snickle 40. spontaneity

41. strive 42. submissive 43. tailors 44. technology 45. tenure

46. “time-consuming” 47. tomby 48. tripter 49. tyranny 50. undiration
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Productive Vocabulary Definition Selection Test Answer Key

1 Tt = 29procedures 2 2% 713 H4lstrive 3 WIET 5 28omnipresent 4 H &M
40spontaneity 5 f1:37.T % 43tailors 6 JEM: (2 & Te23malleable 7 58 20intensity

S Ry 22leeway 9 TfHA3 7 7)>5 46time-consuming 1 O il [ Sconstraints 1 1 £ HifE 32
% 45tenure 1 2 J&:Hil 49tyranny 1 3 fENEZ: 42submissive 1 4 K <>9° W Z & 9docility 1 5
AFEAY 7 3drationalized 1 6 [A]4% 11equivalent 1 7 ##% 0> 33remedial 1 8 3L ilf Sk Hh
3bootcamp 1 9 #£41 4cluster 2 0 3= 26multiple-choice
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Appendix V Examples of Calculations for One-Sample t-Test

A. Comparison of Pilot test mean score to Population mean score
T= (Sample mean minus population mean)/sample estimate of the standard error of the mean

Sample estimate of the standard error of the mean = sample standard deviation/ the square root of
the number in the sample

To test for a significant difference between the mean score of the pilot comprehension test and a
population mean, it was assumed that the population mean for true random guessing would result
in a mean score of 14 on a 28 item True/False test. The Sample population mean = 14.89189.
Sample standard deviation = 2.30680. Number of sample 37 students.

T=(14.89189-14)/ Sample estimate of the standard error of the mean
Sample estimate of the standard error of the mean = 2.30680/y 37 = .37924
T=(14.89189-14)/.37924

T=2.35178

Degrees of Freedom = number in the sample minus one = 37-1 =36

Null hypothesis: population mean = 14.

Alternate hypothesis: population mean is not equal to 14.

Critical value of t for a two-tailed test at 30 degrees of freedom with an alpha of .05 = 2.042
Reject null hypothesis if t greater than or equal 2.042 or less than or equal —2.042

T = 2.35178 so null hypothesis is rejected; the mean score of pilot test is significantly different
from the population mean.

If the apha level is set at .02, the critical value of t for a two-tailed test at 30 degrees of freedom =
2.457 in which case the mean score of the pilot test does not significantly differ from the
population mean.

B. Comparison of individual items on Pilot test to individual items for Population.

The calculation and reasoning was essentially the same as above. However, to determine the
sample mean for each item, the percentage of students correctly answering each individual test
item was compared to a population mean of .5 which was derived by assuming that the
population of a true random guessing group would on average correctly answer half the questions
on a True/False test item.
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Appendix VI Comprehension Test

There are two forms of the comprehension test. One contains instructions for groups with access
to the text. The other contains instructions for the group not receiving the text. Questions are the
same on both forms

A. Instructions for groups reading the text

Which statements are true or false about the article. For each item:

Mark Bubble [1] for a TRUE statement.

Mark Bubble [2] for a FALSE statement.

When you finish this part of the test, please raise your hand.

FLEAZFLA CIROIIE LWDREIES TV D NE 2 72 &0,

~—27 = NMIELWEEIE (1) | MiE-o T a5A1% (2) IZHIZ DT 7230,
TAIBEDST.LF L2 BT TSN,

B. Instructions for No Text No Dictionary Group

The purpose of this test is to check your test taking skills and ability to make good guesses from

background information. There are 28 statements about an article that you have not read. Which

statements about the article do you think are true or false?

For each item:

Mark Bubble [1] for a TRUE statement.

Mark Bubble [2] for a FALSE statement.

Please mark all 28 items either true or false on the mark sheet.

When you finish this part of the test, please raise your hand.
ZOTAMDRWNIT A FEZT D80 E Pl N 2 F =y 7 T5H52 LT

T HIOFLFITOWVWTOLEN 28DV £, ZOILENIE LW EES TV D 04

HLTETEHEZLTLKEZ Y, v— 77— MIELWEAEIZ (1) | ME-> TWAHEAEIR
(2) ITHIZDT &, TAIPKDSTZOTFZ2 EFTLEIN,

1. b L, ZORFENFENCHE L 2 o ITHFMIH L TL X 9,

2. iLHFITIKD &, AL R —2ADOBRRH Y 7,

BINN TF—= T A —F, BGRZICHIRT DK L~ L DR T,

4. FLFITK D &, BRENE ERMENITAEEEZ 2 br—L LET,

5. VWU T —= T v =3I E RO T,

6. FHIL, ¥ RFNVRIEARTT 4 T RhBERERF>TWVWDH X I TT,

7. FEIKD L, RFEF#HBEEL L bu— AT 5EEeRESEE L,

8. RFEIKD L., FUF =TTV TWHRBEEORBREERAMEREMLET,

9. FHEIKD &, BIRITIVHDOZ T ARKD LN EZDET,

10 EEF, BEOLAECBVWTHGRESNET Y7 /o — 3B BV TEYT 17
RNENR DD LB o THWET,
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11. FEHEO T 7203, BHANHE D Z & 2 R2EICREE 5004 L STk s> &
52 LTT,

12, FHHEIF, BEHEIIAENRERZR->TWH L9 TT,

13. FHEIEK D &, FAETEERCFBNRT A FABEET LI LI ICH LN TVET,

14, FFIKD &, B RIFHOMEERITAME LD 2 hr— 1 LT,

15. FEEFICHRD &, e — a3 U AT MIHERIC & o TREOHEREM 2 L 0 D7
EETWAENE LA,

16. EFEIX, BE O, REOHREAEFEOBBRITTZ 7 —A M7 — ROWER L EZED
Lol b @R e E o TunvET,

17. RFITKD &, @, BE VAT MIB N ZRANET,

18. RHEIED L, HfTa L v a—F —IC L 5L RIRKEBRZHEH L TWET,
il 7e &, FHEDORENEMDDIZ L WHFETH LD TT,

19. RHEIEL L, BROD ) 2T 20FEREIXLEE-BOREZE T 5 Z & T,

20. FREHEIKD &, WL ODOREMRIZT7 7 —A N7 —FOL A K Z ATV E

7

21. FREFICKD L, AETIOH D FEITHEDO T AT M E>TERDB Y £,

22. EEIKDHE, FAELERIIKRFOIAT ALV EE I Ccay be— L a3 E T,

23. EEIERENKDDIOT, BAZRFTD LIV ET,

24, FMHEIKD &, BHE VAT DI T WAREEZERK L TWET,

25. FLEITIRD & ShMElE &Rl AR ARz br— L LE Y E LTV E
7

26. FLEIIKD L, XU =TT OREITENTZL TRENRTEE LTI,

27. FHITK D &, RFEIZHBEDO L AT Lay ha— L liE->TWET,

28. FEHEITHKD L. BRI, BE VAT LAPEHAIND I EICXIY, BN LWA
ERFHR SN TVET,

Answer key for Comprehension Test
AT 2F 3T 4F 5F 6F 7T 8F 9F 10F 11F 12T 13T 14T 15T 16F 17F 18F 19F 20T 21T 22F 23F 24T
25T 26F 27T 28T
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Appendix VIl Pre-translation Comprehension Questions with Areas of Text Targeted by
Question

See appendix Il for coding of text passage

Question #1 If the article were in a newspaper, it would probably be in the opinion section. True
Multiple locations in text, Inference

Question #2. According to the article, students have many choices in the types of course they can
take. False
Paragraph2, Detail, No/Minimal Inference

“For example, besides the constraints?7 already mentioned1, universities often give students little

|€€W6ly10 in the courses they may take.”
Comment: Not knowing the word leeway might result in incorrectly answering the question. This
item may be more of a vocabulary question.

Question #3. Sylvan Learning Centers are for low level students that study after school. True
Paragraph 6, Detail, No/Minor Inference

Sylvan5 leaming centers are after-school centers for Femedial9 education.
Comment: Not knowing the word remedial might result in incorrectly answering the question.
This item may be more of a vocabulary question.

Question #4. According to the article, textbook content and set class times exert control over
students. False
Paragraph 4,Main, No/Minimal Inference

The clock and the lesson plan also EXEIt6 control over students, especially in grade school and high school.
Comment: subsequent sentences also elaborate on this idea

Question #5. According to the article, Sylvan Learning Centers are non-profit institutions. False
Paragraph6, Main, No/Minor Inference

Through its training methods1, rules, and technologies, fOI’-p rofité systems like the Sylvan5 Learning Center

exerto great control over their “teachers.”
Comment: the word franchised in the first sentence of paragraph 6 also provides another hint.

Question #6. The author seems to have a positive opinion of McDonald’s. False

Multiple locations in text, Main, Inference

Comment: McDonalds is not mentioned directly until paragraph 6 but there are references to fast-
food and “McChild” in paragraph 5. The text does not explicitly state that the author has a
negative opinion of McDonald’s but a general overall understanding of the text would lead a
reader to conclude that at best the author is neutral about McDonald’s

Question #7. According to the article, universities have developed technologies to control
education. True
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Paragraph 1, Main, No/minimal Inference
“Universities have developed a variety of nonhuman1 technologies to EXEI't6 control over the process of education.

Question #8. According to the article, Kinder-Care mostly hires people with a lot of previous
childcare experience. False

Paragraph 5, Detail, No/Minimal Inference
“Kinder-care tendsl to hirel short-term1 employeesl with little or no training in child carel.”

Question #9. According to the article, professors decide when classes end. False
Paragraph 1, Detail, Minor Inference

“Class periods are set by the university and determine when classes must end. Students leave at the assigned2 time
no matter where the professor happens to be in the lecturel.”

Question #10 The author would probably agree that the technologies discussed in the article have
a positive effect on education. False
Multiple locations in text, Main, Inference

Question #11 The author’s main point seems to be that teaching students to follow rules benefits
students and society. False

Multiple locations in text, Main, Inference

Comment: It may be possible to answer this based on a good understanding of some individual
sentences but the idea running throughout the text is that following rules benefits institutions and
not necessarily the students or customers.

Question #12. The author seems to have a negative view of lesson plans. True
Paragraph 4,Detail, Inference

“Because of the “ty/ranNNYy 10 of the clock,” a class must last until, and end at, the sound of the bell, even though
learning does not often conforma3 to the clock. Thus5, even if students are just about to comprehend something,

the lesson must end and the class must move on to something else. Because of the “tyran nle of the lesson

plan,” a class must focus2 on what the plan requires for the day, no matterl what the class (and perhaps the teacher)
may find interesting.”
Comment: Example of the turtle/crab also makes the same point.

Question #13. According to the article, students are taught to value memorization and objective
testing. True
Paragraph 3, Main, No/Minimal Inference

“Students are taught not only to 0bey4 authority6, but also to embrace6 the rationalized 10

procedures9 of rote5 learning and objective2 testing.”
Comment: this item is concerned with an area of the text where there is a cluster of difficult
words.

Question #14. According to the article, relatively untrained employees are easier to control than
skilled employees. True
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Paragraph 5, Main, No/Minimal Inference
Rather, relativelyl untrained2 employees1 are more easily controlled by the nonhuman technology of the

omni presenth “instructionl book.”

Question #15. According to the article, the promotion system may force professors to spend less
preparation time on teaching. True
Paragraph 1, Detail, Minor inference

“The publishing demands2 of the tENUIE9 and promotion1 system may force professors to devote?2 far less
time to their teaching than they, and their students, would like.”

Question #16. The author would probably agree that professors and students at universities have
nothing in common with employees and customers at fast-food restaurants. False

Multiple locations in text, Main, Inference

Comment: to answer this correctly, the student must link ideas in both the beginning and end
sections of text.

Question #17. According to the article, the education system usually rewards students for
creativity. False
Paragraph 3, Main, No/Minimal Inference

More important, SPONtanNeity 10 and creativity tend1 not to be rewardeds,

Question #18. According to the article, professors use computer-graded multiple choice exams
because they are a good way to determine students’ ability. False

Paragraph 1, Detail, Minor inference
“So0, too, because the university requires grading,1 the professor must test students. In some universities, final grades

must be Submitted4 within forty eight-hours of the final exam, which may force professors to employ
computer-graded3 multiple-choice9 exams.”

Question #19. According to the article, the main benefit of a ready-made curriculum is that it
saves teachers time. False

Paragraph 5, Main, Inference

What these employeesl do in the “classroom” is largely determinedl by an instructionl book with a ready—
made6 curriculum3. Staff members open the manual to find activities spelled out5 in detaill for each day.
Clearly, a skilled, experienced, and creative teacher is not the kind of person “McChild6” care centers seek to
hirel. Rather, relativelyl untrained2 employees1 are more easily controlled by the nonhuman? technology of the

omni presenth “instructionl book.”

Comment: Not explicitly stated in text but should be inferable that the ready-made curriculum is
for the benefit of Kindercare.

Question #20. According to the article, some child care institutions are like fast-food restaurants.

True
Paragraph 5, Main, No/Minimal Inference
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An even more extreme3 version of this eMPNasis5 appears in the child-carel equ ivalent10 of the fast-
food restaurant,

Comment: Depends on understanding of equivalent. Also helpful to understand what “this” refers
to.

Question #21.According to the article, creative students are expensive for the education system.
True
Paragraph 4, Main, No/Minimal Inference

creative, independent students are often, from the educational system’s point of view1, “messy5, expensive, and
time-consuming8.-

Question #22. According to the article, students and professors are equally controlled by the
university system. False

Paragraph 2, Main, No/Minimal inference.

“Of course, students are even more controlled than professors by the university system.”

Question #23. The teacher tells the students to put away the turtle because it is time to end the
lesson. False

Paragraph 4,Detail, No/Minimal Inference
Now children, put away the turtle, the teacher insists1. We’re going to have our science lesson. The lesson is on

crabs4.”

Question #24. According to the article, the education system may train students to be docile. True
Paragraph3, Main, No/Minimal Inference

“and may even be discouraged3, leading to what one expert1 calls “education for docil itle. ”
Comment: Same idea also appears in the title, “Education: learning to be

docile”

Comment: this may be more of a vocabulary question because it depends on understanding the
word docility.

Question #25. According to the article, kindergartens and grade schools try hard to control
students. True

Paragraph3, Detail, No/Minimal Inference

Grade schools2 in particular3 have developed many technologies to control students. Many schools strives,
right from the start, to have students conforma3 to their rules. Kindergartens has been described1 as

educational “000t Camp.7" Comment: this is question is drawn from illustrative example sentences but also
contains the main idea of the paragraphs introductory sentence

Question #26. According to the article, Kinder-Care teachers think of their own lesson plans.
False

Paragraph5, Detail, Minor Inference

What these employeesl do in the “classroom” is largely determinedl by an instructionl book with a ready—

madeb curriculum3. Staff members open the manual to find activities spelled out5 in detail1 for each day.
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Clearly, a skilled, experienced, and creative teacher is not the kind of person “McChild6” care centers seek to
hirel.

Comment: Not explicitly stated that teachers don’t make their own lesson plans but surrounding
text and vocabulary strongly suggest it

Question # 27. According to the article, university students have submitted to the education
system’s control. True
Paragraph 3, Main, Minor Inference

Those who conform3 to the rules are thought of as good students, while those who don’t are labeled4 bad
students. ThUS5, asa general rule, the students who end up6 in college are the ones who have successfully
submitted4 to the control mechanisms4.

Question #28. According to the article, overall, the matters emphasized by the education system
produce students who are not independent. True
Paragraph 4, Main, Minor Inference

Overall4, the emphasis5 tends1 to be on producing submissive8, malleable10 students;
creative, independent students are often, from the educational system’s point of view1, “messy5, expensive, and
time-consuming8.-
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