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Abstract

This paper aims to show how to extract grammatical patterns from parsed corpora in order to get useful information for Korean sentence parsing. When we try to parse Korean sentence, we meet difficulties because Korean has relatively free word order and frequent omission of postpositions in noun phrases and noun phrases themselves. By searching and extracting authentic predicate-argument patterns from Korean parsed corpora, we can get closer to the automation of Korean sentence parsing.
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1. Introduction

This paper aims to show how to extract grammatical patterns from Korean parsed corpora in order to see the representation of predicate-argument structure in Korean sentence. The information on the grammatical structure can be used for Korean sentence parsing.
Korean is a SOV language but the word order is not strict. This is because noun phrases usually have postpositions as case markers. However, the postpositions can be omitted and noun phrases themselves can also be omitted without any trace.
(1)
리나가 민희에게 선물을 주었다.

Rina-ga Minhee-ege seonmul-eul ju-ess-da.

Rina-SBJ Minhee-I_OBJ present-D_OBJ give-PAST-FINAL

‘Rina gave Minhee a present.’

(2)
선물을 리나가 민희에게 주었다.

Seonmul-eul Rina-ga Minhee-ege ju-ess-da.

present-D_OBJ Rina-SBJ Minhee-I_OBJ give-PAST-FINAL

‘It was a present that Rina gave Minhee.’

(3) 리나가 민희 선물 주었다.

Rina-ga Minhee seonmul ju-ess-da.

Rina-SBJ Minhee present give-PAST-FINAL

‘Rina gave Minhee a present.’

(4) 리나가 민희 주었다.

Rina-ga Minhee ju-ess-tta.
Rina-SBJ Minhee give-PAST-FINAL

‘Rina gave (it) to Minhee.’
Example 1. Variations of Korean sentences
In Example 1, sentence (1) has the most natural word order. In Korean, verb comes at the end of the sentence. Usually, subject comes first followed by indirect object and direct object. However, sentence (2-4) are also possible sentences. Word order can be changed for certain reason like (2), where direct object comes before subject. Postpositions which tell the case of noun phrases can be omitted like (3) and sometimes noun phrase itself is omitted like (4), if we can guess what it is in the context.

These kinds of characteristics in Korean such as free word order and frequent omission of postpositions (case markers) and noun phrases can cause difficulties in Korean sentence parsing. The research on word order variation and tendency of omission is necessary in order to solve the problems.
2. Pattern grammar
Pattern grammar developed in Hunston and Francis (2000) provided framework for this research. It was possible to identify patterns associated a word by looking at combinations of words in concordance lines from large corpora. In the corpus-driven approach, patterns are identified and grouped from authentic data. 

However, identifying patterns manually has two problems. Firstly, it is time consuming. Researchers must get concordance lines for each keyword and look at them very carefully to find valid patterns. Secondly, looking at concordance lines is limited to the local range around the keyword. It is hard to see the whole sentence at a glance because the display of concordance lines is limited on the computer screen.

Looking at raw corpora is a linear approach(Mason and Hunston 2004); in contrast, looking at parsed corpora is a structural approach. This paper, will introduce automatic pattern extraction from parsed corpora to identify combinations of words in broader range. The pattern extractor detects each verb in a sentence and searches noun phrases preceding the verb, in order to extract grammatical patterns of a verb and its arguments. As this process is based on the annotations, any modifiers of nouns or verbs can be ignored systematically.
3. Methodology
3.1. Corpora

In this research, Korean parsed corpora of 21c Sejong project are used. 21c Sejong project is a government-funded project to build corpora and produce an electronic dictionary for natural language processing. For this project, raw corpora, POS tagged corpora, sense tagged corpora, and parsed corpora are being built. All of the parsed corpora are written text, and they are composed of news, novels, essays, etc.

The parsed corpus of 21c Sejong project has been built since 2002, and now the size of this corpus is 363,226 words; 33,437 sentences. The human annotators use tools that aid to build the corpora, but most of the processes are being done manually. At this moment, it takes one year to add 200,000 words of parsed corpora. In order to accelerate the speed of building parsed corpora, the automation of the process is needed.
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Figure 1. 21C Sejong project Korean parsed corpora

The syntactic annotations have been added on POS tagged corpora. Each sentence has two parts; raw sentence and annotated sentence. The raw sentence starts with semi-colon (;) and the annotated sentence has both POS tags and syntactic tags. The POS tags are presented with slash (/) after each word and the syntactic tags are presented with parentheses on phrases and clauses. Syntactic annotations are presented only on the opening parentheses, not on the closing parentheses.

3.2. Tools

In order to process the corpora, text editor, several UNIX commands and AWK program are used. For the automatic pattern extraction AWK program is used. AWK is a kind of script language similar to Perl. 

4. Pre-processing
4.1. Hierarchical structure in linear stream

Tree diagram is good for illustrating hierarchical structure but difficult to be represented visually in a text file. On the contrary, linear stream is easy to handle but it is hard to catch the hierarchical structure in it at a glance. In our parsed corpus, the syntactic structures of sentences are represented with parentheses, linearly. When we process the files, we need to consider this linearity.

As Korean is a left-branching language, a modifier of a noun phrase comes before it. Also as Korean is a SOV language, all of the arguments come before predicate. If we want to search the mother node of a node in a tree diagram, we need to go to the very next right tag in the representation of parentheses; and to search the sister node of a node in a tree diagram, we need to go to the upper tag in the representation of parentheses.
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	* Explanatory notes *

NNG : general noun


VV : verb

JKO : postposition for object

JX : postposition for special meaning

EP : Ending for tense, honor etc. 

EF : final ending


Figure 2. Tree diagram and linear representation

4.2. Copying syntactic tag

In the parsed corpus, only opening parentheses have syntactic tags. In order to make the following processes easier, it is necessary to insert syntactic tags on closing parentheses. When we build corpora, the most economic way must be considered. However, for faster process, sometimes this kind of redundant information is necessary.

4.3. Changing tree structure

Another pre-processing is indexing every node and modifying the way of representation. The new representation is designed to show mother-daughter relations and sister relations of the nodes in sentences properly.

[ORG]고향의 품 
[SYN] 

   (1`NP 

      (2`NP_MOD 고향/NNG + 의/JKG 2`NP_MOD) 

      (3`NP 품/NNG 3`NP) 1`NP)

[ORG]고향처럼 깊은 꿈을 안겨 주는 말은 없다. 

[SYN] 

   (1`S- 

      (2`S 
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               (5`NP_AJT 고향/NNG + 처럼/JKB 5`NP_AJT) 
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                     (8`VP_MOD 깊/VA + 은/ETM 8`VP_MOD) 

                     (9`NP_OBJ 꿈/NNG + 을/JKO 9`NP_OBJ) 7`NP_OBJ) 

                  (10`VP_MOD 

                     (11`VP 안기/VV + 어/EC 11`VP) 

                     (12`VP_MOD 주/VX + 는/ETM 12`VP_MOD) 10`VP_MOD) 6`VP_MOD) 4`VP_MOD) 

            (13`NP_SBJ 말/NNG + 은/JX 13`NP_SBJ) 3`NP_SBJ) 

         (14`VP 없/VA + 다/EF 14`VP) 2`S) 

      (15`S- + ./SF 15`S-) 1`S-)

Figure 3. Changed tree structure with node index

4.4. Considering tagging principles

In dealing with tagged corpora, one consideration to make is what tagging principles was applied. In the 21C Sejong parsed corpora, several verbs are over analysed to base and suffix. Thus, the sequence of base and suffix like ‘NNG+XSV, XR+XSV; NNG+XSA, XR+XSV’ should be considered as one verb(VV) or adjective(VA).  Korean adjective is very similar to verb.

Another thing we need to consider is auxiliary verb. Some sentences have the sequence of ‘main verb + auxiliary verb’. When searching for a node and its mother, the main verb should be searched first for the node, and the auxiliary verb for the syntactic tag of the mother node.

5. Automatic pattern extraction
5.1. Main Process

After finishing pre-processing, the pattern extraction can start. In order to extract the predicate-argument structure pattern, the sister relationship between NP and VP must be detected. In the sentence of “그는 과자를 먹었다 geu-neun gwaja-reul meok-eossdda ‘He ate the cookies.’”, “Gwaja-reul meok- ‘ate the cookies’” can be extracted first and “geu-neun meok- ‘he ate’” next, and the frames are accumulated to get the sequence of “-neun -reul meok” ‘subject marker - object marker - verb stem(eat)’.

Figure 4 is an illustration of the main process. The sample sentence of Example 2 is analyzed.

어머니가 힐끔 아버지의 얼굴을 바라다봤다.

emeoni-ga hilggeum abeoji-eui eolgul-eul baradabo-ass-da

mother-SBJ at a glace father-DET face-OBJ look-PAST-FINAL

'My mother gave a glance at my father's face.'
Example 2. sample sentence
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Figure 4. Automatic pattern extraction

The keyword search, POS tag search and syntactic tag search are used to extract patterns in broad range. The process is demonstrated using the sentence below:

[Step 1] Search VV (POS tag for verb). Ex. baradabo/VV

[Step 2] Go forward to the end of the line and get the sequence of syntactic tags with closing parenthesis. Ex: 10`VP) 6`VP) 4`VP) 2`S)

[Step 3] Go backward to the opening parenthesis of the syntactic tags of [Step 2] Ex. (10`VP

[Step 4] Go upward and get NP. Ex. (7`NP_OBJ

[Step 5] Go forward to the closing parenthesis of the syntactic tag of [Step 4] Ex. 7`NP_OBJ)

[Step 6] Go backward to get the J*(postposition) Ex. eul/JKO

[Step 7] Go to [Step 2] and repeat [Step 3] to [Step 6] following the sequence of closing parenthesis one by one.

Figure 5. Steps for pattern extraction

After the pattern extraction process, the predicate-argument pattern of the verb, baradabo- ‘look at’ can be obtained. The verb has the subject and the object in this sentence, and the subject is signalled by the postposition ga and the object is marked by the postposition eul.

5.2. Results

The predicate argument structure postpositions marking each argument have been extracted through this process. Here are two lists of argument structure pattern and its representation.

‘make’
mandeul/VV
NP_OBJ

‘submit’
nae/VV
NP_OBJ
NP_SBJ
NP_AJT

‘cut’
ori/VV
NP_AJT
NP_SBJ

‘laugh’
us/VV
NP_SBJ

‘is small’
jak/VA
Figure 6. Predicate-argument structure pattern

‘make’
mandeul/VV
~eul/JKO^NP_OBJ

‘submit’
nae/VV
~eul/JKO^NP_OBJ
~i/JKS^NP_SBJ
~e/JKB^NP_AJT

‘cut’
ori/VV
~euro/JKB^NP_AJT
~eun/JX^NP_SBJ

‘laugh’
us/VV
~eun/JX^NP_SBJ

‘is small’
jak/VA

Figure 7. Representation of arguments: postpositions and arguments

The process presented above makes it possible to examine the sequences in which the noun phrases are arranged as arguments for each verb and what postpositions are used. Korean pattern grammar, then, can be described by gathering the information on the word order variations and the omissions of the postpositions and noun phrases.
6. Predicate-argument structure for Korean sentence parsing

6.1. The characteristics of Korean Sentences

Korean has relatively free word order because noun phrases have postpositions as case markers. However, the problem is that some of the noun phrases do not have any postpositions in a sentence. This can pose difficulties in automatic parsing of the sentences. Another problem of Korean is that there is no trace left such as pronoun when noun phrase is omitted. Noun phrases in Korean sentences are frequently omitted when it is possible to guess what the omitted phrase is from the context. Therefore, we need information on word order variation and tendency of omission.

6.2. The correspondence between postpositions and the function of the noun phrases
	
	SBJ(subject)
	OBJ(object)
	AJT(adjunct)
	
	total

	i/JKS
	20867
	1
	1
	…
	20895

	eul/JKO
	0
	28792
	0
	…
	28813

	
	…
	…
	…
	…
	…

	eun/JX
	15049
	737
	48
	…
	17864

	do/JX
	2869
	775
	240
	…
	5489

	man/JX
	162
	465
	56
	…
	1067

	
	…
	…
	…
	…
	…

	total
	44700
	34329
	44328
	…
	138210


Table 1. The correspondence between postpositions and the function of the noun phrases
Table 1 shows the correspondence between postpositions and the function of the noun phrases. There are two groups of postpositions in Korean. The former is case marker and the latter is special postposition. The postpositions which have JK_ are used as case markers. Postposition i is used for representing subject and postposition eul is used for representing object. On the contrary, special postposition can be used for any kind of noun phrases. However, there is certain tendency on their usage. Postposition eun and do are used more for representing subject; man is used more for representing object. 

6.3. Predicate-argument structure
As the postposition is the important clue for deciding the function of the noun phrase in a Korean sentence, we need to know their usage. When we use the verb ju-, three noun phrases are mainly required: the person who gives something, the person who is given something and the thing which is given. Of course, we can add some other information like time, place and so on. Some are obligatory and others are optional. However, in Korean, the distinction between the obligatory and optional parts is not always clear. Sometimes obligatory argument in the sense of meaning can be omitted in sentences.

	
	pattern
	
	verb
	frequency
	percent

	
	
	
	ju/VV
	85
	22.08

	
	
	~eul/JKO^NP_OBJ
	ju/VV
	61
	15.84

	
	~e/JKB^NP_AJT
	~eul/JKO^NP_OBJ
	ju/VV
	20
	5.19

	
	
	~i/JKS^NP_SBJ
	ju/VV
	18
	4.68

	
	~ege/JKB^NP_AJT
	~eul/JKO^NP_OBJ
	ju/VV
	18
	4.68

	
	
	^NP_OBJ
	ju/VV
	9
	2.34

	
	
	~ege/JKB^NP_AJT
	ju/VV
	7
	1.82

	~eun/JX^NP_SBJ
	~ege/JKB^NP_AJT
	~eul/JKO^NP_OBJ
	ju/VV
	6
	1.56

	
	~i/JKS^NP_SBJ
	~eul/JKO^NP_OBJ
	ju/VV
	5
	1.3

	~i/JKS^NP_SBJ
	~ege/JKB^NP_AJT
	~eul/JKO^NP_OBJ
	ju/VV
	5
	1.3

	
	^NP_AJT
	~eul/JKO^NP_OBJ
	ju/VV
	5
	1.3

	
	~eul/JKO^NP_OBJ
	~ege/JKB^NP_AJT
	ju/VV
	5
	1.3

	
	~eun/JX^NP_SBJ
	~eul/JKO^NP_OBJ
	ju/VV
	4
	1.04

	~eun/JX^NP_SBJ
	~e/JKB^NP_AJT
	~eul/JKO^NP_OBJ
	ju/VV
	4
	1.04

	
	~euro/JKB^NP_AJT
	~eul/JKO^NP_OBJ
	ju/VV
	3
	0.78

	~do/JX^NP_SBJ
	~ege/JKB^NP_AJT
	~eul/JKO^NP_OBJ
	ju/VV
	3
	0.78

	
	~e/JKB~eun/JX^NP_AJT
	~eul/JKO^NP_OBJ
	ju/VV
	3
	0.78

	~eun/JX^NP_SBJ
	^NP_AJT
	~eul/JKO^NP_OBJ
	ju/VV
	3
	0.78

	
	
	~do/JX^NP_OBJ
	ju/VV
	3
	0.78

	
	
	~ggeseo/JKS^NP_SBJ
	ju/VV
	3
	0.78

	
	~eul/JKO^NP_OBJ
	^NP_OBJ
	ju/VV
	3
	0.78

	
	
	^NP_AJT
	ju/VV
	3
	0.78

	
	~euro/JKB~eun/JX^NP_AJT
	~eul/JKO^NP_OBJ
	ju/VV
	2
	0.52

	~eseo/JKB~eun/JX^NP_AJT
	~ege/JKB^NP_AJT
	~eul/JKO^NP_OBJ
	ju/VV
	2
	0.52

	^NP_AJT
	~ege/JKB^NP_AJT
	~eul/JKO^NP_OBJ
	ju/VV
	2
	0.52

	
	~eul/JKO^NP_OBJ
	~euro/JKB^NP_AJT
	ju/VV
	2
	0.52

	
	
	~eseo/JKB^NP_AJT
	ju/VV
	2
	0.52

	
	~i/JKS^NP_SBJ
	~ege/JKB^NP_AJT
	ju/VV
	2
	0.52

	
	~eul/JKO^NP_OBJ
	~e/JKB^NP_AJT
	ju/VV
	2
	0.52

	
	~e/JKB^NP_AJT
	~do/JX^NP_OBJ
	ju/VV
	2
	0.52

	
	
	~ggaji/JX^NP_OBJ
	ju/VV
	2
	0.52

	
	^NP_AJT
	^NP_OBJ
	ju/VV
	2
	0.52

	
	
	...
	...
	...
	...

	
	
	
	total
	385
	100


Table 2. The predicate-argument structure of ju ‘give’
Table 2 shows the tendency of omitting constituents. In 22.08% of the sentences which have the verb ju- ‘give’, no argument for the verb is present. When the verb has only one argument, which is mostly the object. When the verb has two arguments in a sentence and the subject is often omitted. 
Table 2 shows the representation of arguments as well. If there are proper postpositions in the noun phrases such as case makers, it is no problem to know the function of the noun phrase in the sentence. However, if there is no specific marker, we should guess the function of noun phrases. In Table 2, we can find “^NP_OBJ, ^NP_AJT” which are noun phrases without any postposition and get the portion of them. If there is no specific marker, the noun phrases might be “object”. We can collect this kind of information from the parsed corpora.

Other information on Korean sentences can be also gathered from the table. At first, we can see which one is the standard order of arguments and which one is its variation. Secondly, the representation of arguments can be outlined by mapping postpositions and the function of noun phrases in sentences. Korean has a range of postpositions: some are known as case-markers, but others are used just for adding special meaning like ‘only, also, …, etc.’ Even though the latter are not the case marker, it is shown that the postpositions can function like the case marker. Thirdly, the relations between word order and omission of postposition can be captured. When people generate a sentence, they usually do not intend to make it ambiguous. In fact, it is rare to find a sentence where the noun phrases do not follow the normal word order and have no postposition at the same time. Fourthly, we can see the tendency of omission of noun phrases. As Korean is a topic dominant language, the subject of a sentence can be easily omitted. On the contrary, the object is close to the verb and is hardly omitted because it carries new information in many cases.

7. Conclusion

In this paper we have explored the way to deal with classic problems in Korean sentence parsing. As Korean has free word order and frequent omission of postpositions and noun phrases, it helps maximize the accuracy of parsing to have information on how many different word order combinations are possible and how frequently and in what circumstances the postpositions and noun phrases are omitted. Before the main process, we changed the form of the corpora. In the revised tree structure, we gathered NP-VP pairs, and by accumulating them it has been possible to identify the predicate-argument structure pattern of every verb.

By looking at the table on predicate-argument structure it has been discovered which argument is frequently omitted and by examining the table on representation of arguments, the tendency of the usage of postposition and its omission has been established.

In this paper, mainly the predicate-argument structures were examined. Next step is to examine selectional restriction of the arguments. In the electronic dictionary of 21C Sejong project, the predicate-argument structure for a verb and the slelectional restriction of each argument are presented. By gathering the nouns which are used as the arguments for a certain verb, grouping them and extracting common meaning of them, we can describe the selectional restrictions properly.

This kind of information tells the characteristics of Korean sentence and it can be used for automatic Korean sentence parsing. It is useful not only as a parsing rule but also as a starting point for statistical approach. In the future, by combining the predicate-argument structure patterns and the ending types of verbs, we can elaborate the information on Korean sentences.
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