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1 Linguistics in Corpus Studies and Aspects of Language Description
In contradistinction to other views, often to be found in computational linguistics (cf. Čermák 2003), the view to be advocated here is that corpus linguistics is a brand of linguistics based on corpora and, accordingly, on better data. This view stresses the necessity to study and describe language by better means and methods offered now by corpus linguistics, steering clear from some purely computational solutions serving no research and descriptive linguistic goal. 


Admittedly, while there are many approaches to language and its description, the phenomenon of language remains the same. There are only better or worse pictures of it offered by researchers. However, it seems that a major problem is not so much that of difference between various linguistic traditions and different views of the language system, but a much more basic one. It is the underlying data allowing for any approach that is primary here, while introspection comes always second. Chomsky’s contemptuous view of corpora and data in them has not been forgotten. His preference given to introspection and an almost capricious and selective choice of examples to analyse, which is basically not different from the approach of cognitivists, is the very opposite to what the very substance and essence of corpus linguistics is. Neither of the two offers any guarantee that a systematic approach to language, covering all of its items and rules, will be made. It has to be stressed that despite some new features and insights it is still the structuralist approach that is feasible and used in corpus linguistics mostly. Structuralism has thus proved to be open to development and capable to deal with the corpus challenge and profusion of data.


Language system, i.e. its units (both single-word and multi-word ones), grouped in classes (paradigms) and rules governing their combinations (syntagms), is accessible through text data only. Although it may not be prudent to view the system as being equivalent to grammar only, as this would deny existence and obvious predominance of semantic rules over the grammatical ones, it may be, to make things simplified, used as a kind of starting-point. Let us now briefly mention some aspects of grammar that should be considered in the description of grammar. Now, while data is supplied by corpus, it is only on the basis of its analysis that rules can be derived and formulated (such as in Biber et al. 1999), usually by contrasting one’s findings with the earlier grammars that had no corpus to use, however. Language rules are of many types; those of grammar may be viewed from at least two basic aspects, that of complexity and distribution. (I) Complexity, or rather a degree of it, determines which rules are simple and basic and which, perhaps in more than one degree, are more complex, depending on the simple ones and often being derived from these (e.g. the relation between active and passive voice, or negation derived from its positive counterpart). For short, the former type may be called (A) absolute, while the latter (B) configurational or derived rule. (II) Distribution of a rule is a statement as to the quality of it: it is either being used as a sole rule for a given category (or class), or it has to compete with another rule/rules to cover and handle the very same category. The former subtype may be called (A) monopoly rule (e.g. predicate as function and finite verb as its form), while the latter (B) complementary one (e.g. active and passive voice). 


Tradition in grammar description has always dwelt on the notion of exception, which is often viewed now as a waste-basket for items which the particular theory could not handle. Very seldom, however, there are still items to be found that even a very strict theory cannot handle, which have to be given this status of exception. In that case, exceptions are set aside as a mere list beyond the set of rules and a way has to be found how to incorporate them in description, which, in the case of corpus-based description, has to be automatic. A deeper insight into corpus, being gradually gained for more and more languages, reveals that a major reshuffle is to be expected in the relationship of the types of rules mentioned above. Notably, it seems that IIB type of distribution rules is much more complex and rich in fact, which imposes some requirements on the set-up of descriptive devices, procedures and approaches.


In their description, whose ultimate shape is to be found in tagging and lemmatisation, very large corpora of today, such as the British National Corpus or Czech National Corpus, have to face the challenge of total and exhaustive description of the whole corpus (at least down to a certain level of granularity). This challenge is quite new and none of the old-time grammarians has had to face it; it is no use going, yet again, into the many gaps, shortcomings and problematic shortcuts that resulted from this fact.


One of the consequences of having to deal more with complementary distribution and, also, configurational type of rules is that one has to revaluate the status of (III) classes of words and other items, specifically in their being either (A) closed or (B) open ones. It is obvious that closed classes are similar in their behaviour to exceptions, the only difference being in having a “minority” rule to account for such a class. In corpus linguistics dealing with a total description, this problem assumes, again, a new significance and it might be useful to recall the Prague School distinction of centre and periphery here and give it further thought. Without going into specifics, it is obvious, that a methodology has to be found to cover not only the large language periphery (see also Čermák 2002b), but also the transitory area, too. So far, most, if not all attention has been paid by mathematically oriented computational linguists and programmers to a fictitious made-up situation where all rules were 100 % applicable, which is often far from being true. This explains the problem of overgeneration, palpable in at least some languages, resulting in a lot of noise and an additional problem of removing useless alternatives offered, for example, in 100 % of cases where they might be in place in far less than one tenth of a percent (such as the case of Czech verbal transgressives). Yet most computational linguists do not bother about this patently stupid solution.


On a more general level, this has been a specific case of an ad nauseam extended potentiality. On a more general and relevant level, however, one has to look for potentiality, in this case potentiality of the use of rules, elsewhere, also in the language periphery, applicable for words, especially new words, which flow to language and corpora constantly, whose behaviour and profile may not be quite fixed yet. This is particularly true for constantly growing and new corpora.


Next to a general problem of how well a corpus mirrors the language system, which does not seem to have an easy and simple solution, there is a related problem of the size of the corpus in question. If a decision has been made to write a grammar on the basis of a corpus, a corpus linguist, however confident he/she may be, has no way of knowing whether he/she is dealing with all relevant phenomena and facts of grammar (in the case of dictionary, matters are far worse, of course). Hence the necessity to at least go on enlarging corpora or building new ones. Thus, how does one know that what is now claimed, for example, to be lexical bundles (Biber et al., 1999) and what is on the periphery of description, such as it should be noted that or be it as it may, does not turn out, once more data is available, to be another phenomenon having rules of their own? This is an argument for corpora constantly growing and for their continuous inspection.


There is a number of other points that would require some consideration, one of them being representativeness of such larger than large corpora that would allow for more phenomena to be researched. Obviously, an opportunistic or rather one-sided corpus, based on newspapers mostly and not containing phenomena we already know now, would not be an ideal solution.


Next to one’s preferences in theory any description of language has to face, though usually implicitly, are the implications resulting from the typological character of that language. It follows that the descriptive theory and the subsequent tagging and lemmatisation will always be different with different languages (Čermák 2002a). A major difference here is how grammatical relations between words are expressed, these being either (1A-/B) implicit or explicit, using special (2A-B) (grammar) words or endings, having (3A-B) a free or fixed word-order. This explains why solutions found, for example, for English (or Chinese, i.e. analytical languages, having a combination of 2A, 3B and mostly 1B) are of no use for, for example, Czech (or Latin etc., i.e. inflectional languages, using a combination of 2B, 3A and strong 1B), i.e. languages which are typologically very different.

An additional complication and more complex differentiation appears, once two other points are taken into account: distribution and place of the expression of (grammatical) relation. The former is in fact that of monopoly or complementary distribution of rules (4A-B, identical with IIA-B above). This is particularly suitable for the Finnish language, for example (Turkish, Hungarian, etc., agglutinative languages, strongly preferring 4A, the rest being 1A, mostly 2B and 3A). The latter, that of place (5A-B), is concerned with the position where these relations are expressed, namely within the existing word or outside of it. Since all of 5B cases are covered by types 1–4, it is 5A that deserves some attention (including, broadly, introflectional and polysynthetic languages, although to a varying degree, such as Arabic and, in a different sense, such Indian languages as Haisla), where the very notion of word is different, the inflection being expressed by infixes in the stem (Arabic), or the textual word is unusually made up of a long concatenation of many affixes. 

The last case makes one aware of the necessity to distinguish between linguistic or system units and text entities, i.e. units which may be different (Čermák 1998). This aspect may not be so exotic as it sounds, it is enough to realize how poorly standard grammars distinguish between single-word and multi-word units or word classes. This poverty of approach is often projected into corpus description as well.

2 Czech National Corpus and Future Grammar of Czech

One of the languages for which there does not exist a comprehensive corpus-based grammar yet is Czech. Notwithstanding, there exists a representative (as to the composition of its texts) corpus of synchronic Czech (SYN2000) whose size is 100 million running words (cf. Čermák 1997, Čermák and Schmiedtová 2003). As to the coverage of various text genres and size, the corpus is well suited for the development of a comprehensive grammar of contemporary Czech but a necessary prerequisite for writing a corpus-based grammar is a well-tagged corpus. This is especially important for inflectional languages in general and for morphologically and syntactically complex language such as Czech (cf. part I above) in particular, in which a lot of information is present in grammar words (e.g. prepositions requiring a certain case), prefixes and endings (profuse in the nominal declension system and conjugation verbal system).

Here we use the term well-tagged corpus in the following broader sense. It includes 

a) tokenisation

b) sentence segmentation

c) lemmatisation

d) part-of-speech and morphological tagging.

All four should be perfect which means the success rate surpassing 99 %. Admittedly, this requirement sounds like a far-off dream for complex languages such as Czech. The first two subtasks a) and b) are relatively easy to accomplish in contrast with much more demanding subtasks c) and d). Therefore we shall not dwell on them and immediately address subtasks c) and d). Contrary to subtasks a) and b), linguistic information proper is added to the elements identified in tokenisation and segmentation in previous steps. However, it is the subtasks c) and d) that are extremely complicated for languages with 

· complex syntactic structure (esp. with free word-order)

· rich morphology reflected in an extensive morphological tagset

and they are a true bottleneck for corpus build-up of these languages. In the next paragraph we shall outline a novel approach to tagging which, in the narrow sense, includes correct lemmatisation and correct part-of-speech and morphological disambiguation that is currently used for tagging a new corpus of synchronic Czech within the Czech National Corpus project.

3 Lemmatisation and morphological and part-of-speech tagging

3.1 Approaches to Tagging 
Generally, automatic tagging of natural language texts consists in:

· disambiguation of lemma(s), i.e. in the assignment of correct lemmas to a word token in a text which is being processed. The set of all possible lemmas pertaining to the given word form is supplied by lemmatisation as one of the tasks of morphological analysis
· part-of-speech and morphological interpretation/disambiguation of a morphologically ambiguous word form occurrence (token) in a text, i.e. in the assignment of proper part-of-speech and morphological tag(s) to the token; the set of all possible tags characterizing the given word form (with respect to all possible lemmas assigned) is supplied by morphological analysis.
To cope with this task automatically three basic methodological approaches are used. Namely: 

· stochastic approaches

· rule-based approaches

· combination of stochastic and rule-based approaches.

In what follows, we shall concentrate on a rule-based disambiguation of Czech as one of the most morphologically and syntactically intricate Slavonic languages. We claim that the disambiguation of this type can be much more successful than has been the case with various stochastic methods applied so far to Slavonic languages. If well disambiguated data is to be prepared with success rate  well over 99 % in recall and precision measures as a point of departure for composing a corpus-based grammar, only a very sophisticated and fine-grained linguistic analysis of the system of a particular language can cope with the task. The analysis must be expressed in exact rules having the form of computer programs.

The requirement stated above is closely due to the rich morphological system of Czech. The tagset (i.e. the set of distinct tags encoding morphological properties of Czech words) reflecting morphological richness of Czech is quite extensive: out of approximately 4400 theoretically possible tags more than 2000 distinct tags are in real use. This is far more than the size of tagsets used typically for English (tens of tags only). Therefore, morphological analysis is quite a laborious task but morphological and part-of-speech disambiguation is even much more difficult, mainly because of the following well-known general properties of Czech (cf. also Oliva et al. 2000):

· very rich inflexion (esp. with nominal paradigms) but at the same time a high degree of case syncretism in nominal paradigms

· high degree of accidental part-of-speech and morphological ambiguity of Czech word forms (with no parallel in the family of Slavonic languages)

· free word order (typologically associated with rich inflexion)

· relative absence of syntactically fixed points in sentence structure.

3.2 Stochastic disambiguation of Czech

Large Czech corpora, especially the SYN2000 corpus of synchronic Czech (cf. Czech National Corpus 2000), have been morphologically tagged almost exclusively by stochastic methods so far (cf. Hajič 2004). These methods had the success rate reaching at most 94.5 % (with respect to 97–98 % success rate achieved e.g. for English and French). In addition to the complexity of the syntactic structure of Czech surveyed above, the following factors may cause the relatively low success rate of stochastic methods:

· insufficiency of stochastic methods applied on a free-word order language because of sparse data, i.e. a relatively small number of patterns seen in the so-called training data

· very rich tagset (approx. 4400 distinct tags used for Czech, see above).

Main properties of stochastic methods applied to tagging Czech texts can be summarized as follows (cf. also Oliva et al. 2000). Thus, stochastic methods

· use only positive information based on the training data rather than the negative information (Oliva 2001a; Oliva et al. 2002)
· use mostly a limited context surrounding the word form being disambiguated
· are entirely dependent on very limited (sparse) training data and therefore they cannot adequately reflect the system of language as a whole. Hence, some smoothing is necessary, due to which stochastic methods make naive errors 

· are crucially dependent on the size of the tagset: the larger the tagset the more tag sequences exist as the result of morphological analysis and the sparseness of the training data is painfully felt

· make the error identification impossible or at least very difficult (Oliva 2001a; Oliva et al. 2002)

· may “overdisambiguate”, i.e. they may inadequately disambiguate morphologically inherently ambiguous sentences because they leave only one part-of-speech and morphological tag assigned to every word form.

Thus, if a reliable comprehensive grammar of Czech is to be developed, the corpus data must be far better tagged. In order to avoid the shortcomings listed above, a group of computational linguists (Johanka Doležalová, Milena Hnátková, Tomáš Jelínek, Pavel Květoň, Karel Oliva, Vladimír Petkevič) began to develop the system based on the language system of Czech, rather than on statistical chance, and expressed by exact grammatical rules.

3.3 Rule-based system of automatic disambiguation of Czech

3.3.1 Main characteristics
The low success-rate achieved by stochastic tagging for Czech showed that an entirely different approach to tagging is to be adopted, viz. a purely rule-based approach, which would not have any of the abovementioned negative properties of the stochastic methods. This approach consists in the manual development of positive and negative disambiguation rules (but not in Brill’s vein, Brill 1992) reflecting (morpho)syntactic system of Czech. After morphological analysis assigned all morphologically possible tags to a given word form wf, both negative and positive rules are applied. Negative disambiguation rules remove all or some of the incorrect POS and morphological interpretation(s) (encoded in tags) of wf. Positive rules identify only the correct POS and morphological interpretation(s) of the given word form wf in a sentence. The motivation for developing such rules with respect to grammar development can be summarized as follows:

1) much better morphological tagging of Czech language corpora as the data basis for a new corpus-based grammar

2) disambiguation rules themselves used as a basis for rules of a descriptive grammar of Czech. The rules can make it possible to identify, inter alia, syntactic chunks, i.e. groups of syntactically related elements, such as:

· nominal and prepositional groups

· clause structure in compound sentences (at least in simpler cases)

· analytical verbo-nominal predicates

· analytical verbal predicates

· analytical reflexive and related verbs/adjectives

and structurally related elements such as

· the syntagms, i.e. the relation of the governor and its dependent node

· agreement of various kinds

· valency relations

· coordination

· word-order relations

· contiguous multi-word units

3) basis for the word sense disambiguation
4) development of  a grammar-checker of Czech as a by-product.

As our tests and experience have shown so far, all these objectives can, in principle, be achieved. Contrary to the shortcomings of the stochastic approach, this optimism seems substantiated mainly due to the following properties of the rule-based disambiguation system:

· system is based on the interaction of disambiguation rules reflecting the system of language and a collocation component responsible for processing multi-word units (especially the contiguous ones). Moreover, the collocation component accounts for various deviations from the system and idiosyncrasies of language

· rule system captures grammatical system of Czech (de Saussure’s langue) as reflected in parole. Thus, the system is language-specific but the methodology can be used for tagging any language

· rules (primarily (morpho)syntactic ones) are developed on the basis of linguistic intuition and analysis of the system of Czech, prior error analysis, analogy etc. and subsequently verified on corpus data; there is no automatic inference of the grammar from a corpus available (for Czech, this may not be successful). This verification by data fundamentally distinguishes the system from purely mentalist approaches criticized in 1 above 

· rules can in principle be based on unlimited context (presently limited by the scope of a sentence, however)

· rules use both negative and positive facts about language
· disambiguation system uses a reduction method which consists in the following: the input to the system is the output of the morphological analysis where:

recall = 100 % (in the ideal case, i.e. if the set of lemmas and tags assigned to a given word form by morphological analysis duly contains the correct lemma and correct tag(s))

precision is lowest possible (morphological analysis assigns all pertaining lemmas and tags to a given word form regardless of context); 

the method can be labelled a horror erroris approach, trying not to make mistakes, i.e. to retain the maximum recall (100 %), simultaneously maximizing precision by the following basic operations:
· removal of incorrect morphological interpretations down to (ideally) the only correct lemma(s) and tag(s) – this is a negative approach (primarily used by the rules)

· direct identification of the correct(s) tag(s) only – this is a positive approach (used by rules as well as by the collocation/multi-word component)

· system needs no training data, but it needs relatively well-tagged corpora

· performance of the system does not deteriorate when the size of the tagset increases, i.e. more fine-grained information is helpful rather than problematic

· system does not try to “overdisambiguate”, i.e. to disambiguate morphologically inherently ambiguous sentences. This means that each word form in a corpus can be assigned correct interpretations (but not necessarily limited to one correct interpretation only, cf. Oliva 2001b)
· rules are mutually independent, i.e. each of them captures one grammatical fact, entirely irrespective of other facts. This feature results in high demands required of rule developers but the benefit consisting in avoiding a complex administration of mutual dependencies of rules is far higher 
· rules are unordered and applied in cycles (this is made possible by the previous asset) and they operate on constantly more and more disambiguated data. Each rule is applied till it cannot disambiguate any more, and after all rules have thus been applied, the whole bunch of rules (starting from any of the set) is applied again till it is detected that the data were not changed in one cycle. The rules are written in such a way that their ordering is not relevant; in this respect, no problem has emerged so far
· rules and the collocation component cooperate as follows: the collocation component comes first; then the rule-based system follows it and subsequently the collocation component is invoked again and the whole cycle repeats until there is nothing to disambiguate
· during rule application no overt syntactic structures (such as trees, coordination structures etc.) are built, the rules thus representing a kind of string grammar

· negative n-gram conception (n ≥ 2) is used by the rules, i.e. the system makes use of n-tuples of incorrect sequences of tags assigned to word forms; this means that these sequences violate the (morpho)syntactic system of Czech. These negative n-grams can be automatically extracted from the already tagged corpora and they can thus be used (after a thorough manual verification) as an auxiliary means for the development of rules
· rules make it possible to immediately localize any error they made, steering clear from the black box approach

· validity of rules can be measured in terms of decades at least because every language is very slow in changing its syntax (unlike rapid changes in its vocabulary)

· for the development of the rules all available sources of linguistic information are exploited (valency dictionaries, dictionaries and classes of ambiguous forms, phraseological dictionaries etc.)

· rules are written in a special powerful programming language called LanGr (cf. Květoň 2003; Květoň in prep.) especially suited for a linguist to precisely encode his/her intuitions about the language system and to effectively and clearly organize the development of rules.

3.3.2 Description of the rules 

A disambiguation rule basically consists of four types of components: 

· context

· disambiguation area

· report

· disambiguation action.

which are basically related as follows (cf. Květoň in prep.):

cont1 disamb1 cont2 disamb2 ... contn disambn contn+1 
 report 
action

where

conti

is the description of a context
disambi
is the description of a disambiguation area where the actions (see below) are performed (i.e. data is modified)

report 

is the report of a disambiguation action performed
action

is a disambiguation action resulting in removing one or more

incorrect tags or leaving only correct tags.

The context is always unambiguously specified by means of the IsSafe predicate of the rule system. This means that a word form or a sequence of word forms in question must have the specified property only, i.e. all of its morphological interpretations (tags) must comply with the condition specified. Moreover, the context is not changed by the rule application.

The disambiguation area is subject to data change and it is specified by means of the Possible predicate of the rule system. This predicate states that at least one of the morphological interpretations (tags) of the given word form must comply with the condition specified. There are in principle two basic actions (operations) which modify the data:

 
DELETE some (not necessarily all) incorrect interpretation(s) from one or more corpus elements, i.e. word tokens equipped with lemmas and tags

LEAVE ONLY correct interpretation(s) in one or more corpus elements
In addition to these basic functions, there exist in the system also other functions which, in fact, serve as macros for performing more DELETE and LEAVE ONLY operations at the same time. For instance, one of such key functions is:

UNIFY [CONDITIONALLY] x WITH y IN [gender,number,case]

which has two operands, x y, describing two corpus elements, each with its own repertory of tags. This unification function leaves only those respective values of the gender, number and case attribute in x and y which are in the intersection of the values of each of the respective attributes for x and y. The optional argument CONDITIONALLY makes unification conditional (i.e. the UNIFY operation is performed only if for each respective attribute, i.e. gender, number and case, the intersection of the values of the attribute in x and the values of the same attribute in y is nonempty). It is clear that this function can be used mainly for the identification of agreement or saturation of valency requirements. 
The report part contains a message describing the action performed. Each tag removal is thus reported and every such report is accompanied by the identification of the rule containing the report statement. 


In the following, an attempt will be made to illustrate our approach on a made-up English example.

Example 1

This example shows a very simple but effective syntactic disambiguation rule. For expository reasons the example will be demonstrated on the grammar of English:

Rule 1

/* In English, the article (definite or indefinite) cannot be immediately followed by a verb, preposition or conjunction */

rule ArtVerbPrepConj1 {

safeart = ITEM IsSafe Article;

/* this is a simple context which specifies one corpus element as a part-of-speech unambiguous Article; i.e. the word form safeart has no other part-of-speech interpretation */

 

possverbprepconj = ITEM Possible Verb or Preposition or Conjunction;

/* the disambigution area is identified with one corpus element specified as possverbprepconj, i.e. at least one of the interpretations of the word form possverbprepconj must be interpretable as a verb or preposition or conjunction */

REPORT (The form possverbprepconj cannot immediately follow the unambiguous article safeart!);

/* this report describes the disambiguation action given below, referring to and displaying the actual word forms in the text being processed */ 

/* the following disambiguation actions are variants resulting in identical modification of the current data – verbal and prepositional and conjunctive tag in possverbprepconj are discarded */ 

DELETE Verb or Preposition or Conjunction FROM possverbprepconj;

/* or */

LEAVE ONLY not (Verb or Preposition or Conjunction) IN possverbprepconj;

}; // end of rule ArtVerbPrepConj1

The rule can be successfully applied e.g. to the following sentence:

(1) The(Art) saw(Noun | Verb) fell out of his exhausted hands.
Here the incorrect verbal reading of the word form saw (past tense of the verb to see) is correctly removed by the rule, the nominal reading being left in place.


The Possible and IsSafe predicates can change places; thus we obtain the dual Rule 1’.

Rule 1’

/* Neither verb, nor preposition, nor conjunction can immediately follow the (in)definite article */

rule ArtVerbPrepConj2 {

possart = ITEM Possible Article;

/* this is a disambigution area: at least one of the interpretations of the word form possart must be interpretable as an article */

 

safeverbprepconj = ITEM IsSafe Verb or Preposition or Conjunction;

/* a simple context specifying one corpus element as a verb or preposition or conjunction only */

REPORT (The article possart cannot immediately precede the form safeverbprepconj!);

/* disambiguation actions: article interpretation (tag) in possart is discarded */ 

DELETE Article FROM possart;

/* or */

LEAVE ONLY not Article IN possart;

}; // end of rule ArtVerbPrepConj2

The rule can be successfully applied e.g. to the following sentence:

(2) The letter a(Article | Noun) from(Preposition) the given alphabet is represented in blue.

Here the incorrect article reading of the word form a is correctly discarded by the rule, the nominal reading being left intact by the rule.

The configuration formed by the ordered pair (Article, [Verb | Preposition | Conjunction]) is syntactically incorrect in English (and in many other languages of the world using articles) – this is a typical example of the negative bigram concept. Two different disambiguation rules can result from this fact: one of the elements of the pair is fixed (as context), the other (as disambiguation area) is operated on and duly changed. Subsequent applications of other rules of the system will then operate on the data already modified by Rule 1 and Rule 1’.

The rules Rule 1 and Rule 1’ are extremely simple; normally, the rules are much more intricate especially with respect to context.

3.3.3 Negative approach to the language system

As has been demonstrated, it is appropriate to view the language system from the negative angle. Thus, our point of departure is what the system of language does not admit, i.e. we make use of negative constraints in language on all of its levels (primarily the syntactic one). The traditional positive view of the language system is thus reversed and its opposite is used. This ultimately results in search for negative n-grams which form the core of the development of disambiguation rules. It is exactly here where the rule-based approach differs from the stochastic one (cf. Oliva et al. 2002) which can use only positive evidence based on the “positive” training data (as no “negative corpora” have been developed so far to be subsequently exploited by statistical methods). 

Negative n-grams, i.e. (properties of) word forms in complementary distribution from the syntagmatic point of view, can be automatically extracted from existing disambiguated corpora (although these corpora contain errors) but then they must be manually inspected. The impact on disambiguation of these n-grams can be further extended (cf. Oliva 2001; Oliva et al. 2002). Namely, if we have an adjacent negative bigram (x1,x2) in a sentence, this implies that if element x1 is immediately followed by the element x2, the sentence is ungrammatical. It may be the case that the presence of another element x3 in between or outside the bigram (in the word order sense) does not change the original ungrammaticality of the bigram (x1,x2), i.e. the trigram (x1,x3,x2) is also ungrammatical and so the original ungrammaticality of (x1,x2) remains preserved as an ungrammatical invariant. It is very important that linguists specify how many and which elements can stand between the elements x1 and x2 in the original bigram (x1,x2) for the ungrammaticality of the resulting structure to be preserved. Moreover, it is clear that the negative n-gram concept need not be limited to adjacent ungrammatical structures as invariants. 

Now, we shall present some negative constraints in English and Czech using instances of negative bigrams only. For simplicity sake, all these instances are formed by adjacent bigrams. 

Example 2. Examples of negative bigrams in English

· A modal verb immediately followed by a past participle

· A preposition immediately followed by another preposition (except for specific set of pairs such as out of) 

· Beginning of the sentence immediately followed by a non-auxiliary finite verb 

· A preposition immediately followed by a finite verb.

Czech bigrams are based on the grammatical system of Czech as manifested in the SYN2000 corpus.

Example 3. Examples of negative bigrams in Czech

· Two neighbouring finite verbs except for auxiliary být (E. be) 

· Clitic at the beginning of sentence

· A preposition taking non-locative case immediately followed by a word form in the locative case.

In addition to (non-)adjacent negative bigrams, also (non-)adjacent negative trigrams, tetragrams and generally n-grams can be found in any language. Above, we have demonstrated instances of absolute negative bigrams, i.e. bigrams that do not depend on any context whatever. However, very often two word forms may represent a negative n-gram in a complex and intricate context. To find such context-dependent n-grams is – on the part of a linguist – the most difficult task and challenge. 

3.3.4 The rule-based system and syntactic complexity of Czech

As our experience based on analysis of Czech corpora and on linguistic introspection shows, syntactic complexity of Czech requires a very sophisticated disambiguation system rather than stochastic methods which are too approximative. The rule system expressed in the abovementioned formal programming language LanGr must reflect the general features of the structure of Czech sentence expressed in the following statements 1–3.

Statement 1

The majority of syntactic relations in Czech sentence has a local character but sometimes a (much) larger context may be necessary for identifying both adjacent and non-adjacent syntactic relations in a sentence. No disambiguation methods which do not respect this characteristics of Czech sentence can ever be successful.

For instance, no methods which use only a narrow context (amounting to a fixed window) can be appropriate due to free word order in Czech. The following example demonstrates this:

Example 4

Let us have the most frequent adjacent syntagm in Czech, i.e. (adjective,noun), abbreviated (A, N), in which  the adjective modifies the noun as its attribute, which is morphologically manifested by agreement of both forms in number, gender and case. Let A and N agree in number, gender and case, i.e. there is an identical triple of values of these categories in the set of morphological tags assigned to A as well as in the set of morphological tags assigned to N. Does it necessarily mean that A modifies N as its attribute? In other words, does every A standing immediately in front of N modify N as its attribute if it has the same values of number, gender and case? Typically it does, but given the complexity of Czech, the general answer sounds it doesn’t, and we must specify appropriate conditions. First, the adjective should not impose any syntactic valency conditions on its environment. For instance, the adjective pěkné (E. nice) is a non-valency adjective. Let us take the following (adjective,noun) pair:

pěkné ženy (E. nice women)

in which both words agree in number, gender and case in the following values:

(singular,feminine,genitive)

(plural,feminine,nominative)

(plural,feminine,accusative)

(plural,feminine,vocative)

However, these are not the only morphological interpretations of the adjective pěkné. However, if we are sure that the adjective really modifies the noun as its attribute, we can discard the other interpretations of the adjective pěkné. Can we do this regardless of context? The answer is no, and we must specify the appropriate conditions. In doing this, the existing tagged corpora of Czech can be helpful and show that the conditions might be based on a wider context. Sentence 3 is a counter-example to the claim that the pair (pěkné ženy) is always a syntagm, i.e. a nominal phrase:

(3) Je opravdu, a to zde musím zdůraznit, pěkné ženy milovat za každých okolností.

(E. lit. It is really, and I must stress it here, nice women to love under any circumstances.)

(E. gloss: It is really, and I must stress it here, nice to love women under any circumstances.)

In this sentence, there are two phrases: je opravdu pěkné (E. it is really nice) and milovat ženy (E. love women), i.e. <pěkné ženy> (E. nice women) is not an attribute-noun syntagm. In fact, pěkné is morphologically nominative, neuter, singular here. So we must exclude the possibility of this context (and possibly also other dangerous and larger contexts) in order to determine that <pěkné ženy> is really an attribute-noun pair.
Statement 2

Due to the free word-order of Czech, two (or more) paradigmatically related elements can be, syntagmatically, separated by an arbitrary number of words in a sentence. Thus, the context to be considered cannot be limited to an a priori fixed number of words. A typical example of this phenomenon is presented in sentence 4:

(4) Proč se sovětskými metodami bude muset náš podnik, který v minulosti dosáhl dobrých výsledků, vážně zabývat?
(E. gloss: Why will our company which achieved good results in the past have to seriously consider Soviet methods?)

In Czech, the word se can be either a reflexive pronoun/particle, or a preposition (E. with) taking instrumental case. As this word form is the second most frequent one in Czech, it is really crucial to disambiguate it correctly. Its context is complicated: se is followed by the nominal phrase in instrumental case and yet this se is not a preposition since a more important factor must be taken into account here, namely the presence of the reflexive-only verb zabývat se (E. consider, deal with). As this verb obligatorily requires the reflexive pronoun/particle se regardless of its distant position in the sentence, se must be interpreted as a reflexive pronoun/particle rather than the preposition, and the disambiguation rules must ensure this interpretation of se here.

The third general statement about the system of Czech concerns many deviations from the system. One could say, as a hyperbole, that the system of Czech, especially on its morphological level (and to a lesser degree also on the syntactic one), is formed by a plethora of exceptions.

Statement 3

Czech has a very irregular character, is full of exceptions and idiosyncrasies both in its paradigmatic and syntagmatic subsystem. Again, no disambiguation methods which do not respect this characteristics of Czech sentence can ever be successful.

This fact considerably complicates disambiguation of Czech texts. As exceptions to the system cannot be fully accounted for by the rules, the abovementioned collocation component must be applied in a tight interaction with the rule system. 

The statements 1–3 lead to the following conclusions:

· successful part-of-speech and morphological disambiguation can be achieved only if the facts formulated in the three statements above are respected; therefore a very fine-grained rule system is indispensable

· rules capturing the grammatical system of Czech must be – by their very nature – complicated in order to fully reflect the inherent complexity of Czech sentence

· hundreds/thousands of rules must be developed to cover Czech syntax in a satisfactory way 

· classes of ambiguity must be construed as detailed as possible for the rules to use them.

3.3.5 Results achieved so far and an insight into the rule-based disambiguation system 

During a five-year period, a considerable part of the rule-based tagger has been developed whose necessity and initial conception had already been heralded in Oliva et al. 2000. In the following, the first results of the tagger and the experience obtained so far can be summed up:

· approximately 1400 rules have been developed – the rules range from general ones (such as agreement rules) to specific ones (e.g. those concerning particular word forms, especially the most frequent ones and those taking up the pivotal positions in a sentence)

· system has been checked on a test corpus of the size of 129500 word forms. The rules have the recall of approx. 99.93 % (the error rate is 0.068, i.e. every 1455th word form is incorrectly tagged by the system). Precision is, however, considerably smaller – approx. 50 % (i.e. only half of the tags duly assigned to a word form by non-contextually based morphological analysis and inappropriate in the given context are removed on average). This situation reflects and confirms the horror erroris approach adopted, i.e. high standards expected of the system 

· every rule has been formulated on the basis of linguistic knowledge and intuition of its author and verified on the data of the SYN2000 corpus of synchronic Czech

· notwithstanding the general character of many rules already developed, hundreds/thousands of rules are yet to be developed 

· all the rules have been written in a very powerful and sophisticated programming language LanGr
· internal integrated web interface has been prepared in which the rules can be written, debugged, compiled and checked on test sentences

· rule-based method is very sensitive to any errors in its input, especially to the following ones:

· unknown words (the words unknown to the morphological analysis used)

· errors in raw data, such as missing comma or other punctuation, incorrect agreement etc.

· errors in morphological analysis

· wrong sentence segmentation

· idiosyncrasies of the system.

Here “sensitive” means that the system can successfully detect many types of errors so that it can also serve as the basis for a grammar-checker

· general rules such as rules for agreement in a nominal phrase, in a prepositional phrase, valency and other rules can be and really are immediately used for chunking, i.e. for shallow syntactic analysis; this fact is a very important step towards the comprehensive grammar of Czech.
From the linguistic point of view, it turned out that the following grammatical phenomena present these difficult problems for the rule-based disambiguation: 

· systemic case syncretism in Czech declension paradigms

· textual ellipses

· the nominative case of nomination syntagms (o státě Nebraska [nominative], E. about the state of Nebraska)

· accidental ambiguity of adverbs and particles with word forms belonging to different parts of speech

· disambiguation of some of the most frequent ambiguous words 

· compound sentences, especially with embedded clauses

· presence of various varieties of Czech in the same text

· continual enhancement of the database of collocations.

4 Future work and open questions
In addition to the SYN2000 corpus, our ultimate objective in near future is to tag another 100-million corpus of synchronic Czech. However, the whole system consisting of segmentation, tokenisation, morphological analysis and rule-based disambiguation presented above is conceived of as a system for tagging also other corpora of Czech in future. Obviously, these rules cannot cover the whole complex system of Czech in near future as in some cases the sentence structure is so complex that the rules are of no use. Therefore, some kind of heuristic tagging based on linguistically-driven (rather than blind) statistics will be necessary. But the main bulk of the disambiguation system is constituted by the rules whose number and scope must constantly increase as new (mainly syntagmatic) phenomena to be described by the rules will certainly emerge in future. Moreover, real ambiguity can be detected by the rules presented above and in this case more than one correct tag should be assigned to a certain word form. So far, however, the query software requires only one tag per word form. At the moment, disambiguation system must choose a single part-of-speech and morphological interpretation only to comply with the software requirements even though such an approach is linguistically incorrect. Thus, the system is an open one allowing for future additions and modifications.


Our plans for future tagging are conceived of as a necessary prerequisite for a comprehensive grammar of Czech. They encompass the following issues:

· further development of (morpho-)syntactic rules which should not be – as it is the case so far – dependent on any linguistic theory. But if the whole system were to be extended to syntactic analysis, the independence on syntactic theories could hardly be avoided

· development of word sense disambiguation system for Czech

· development of semantic rules which could be able to recognize particles, for instance, and other elements which it is difficult to reliably cover by existing (morpho-)syntactic rules. However, this area has not been explored so far

· considerable extension of the collocation dictionaries primarily with respect to collocations whose components are non-adjacent.
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